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Abstract
This paper proposes a Deep Neural Network (DNN)-based Wiener gain estimator for speech enhancement. The proposal is in the framework of the classical spectral-domain speech enhancement algorithms. In this case, we used the Optimal Modified Log-Spectral Amplitude (OMLSA), but consider that this proposal could fit many alternative speech estimation algorithms. We determined the best usage of the DNN approach at learning a robust instance of the Wiener gain estimator according to the characteristics of the SNR estimation and the gain function. To design a DNN architecture adjusted for the speech enhancement task, we study various configuration issues frequently used in DNN-based solutions, including speech representations, residual connections, and causal vs. non-causal designs. Thus, we provide conclusions for the use of DNN architectures with the enhancement purpose. Experiments show that the proposal provides results on the state-of-the-art. But beyond the objective quality measures, there are examples of noisy vs. enhanced speech available for listening to demonstrate in practice the skills of the method in real audio.
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1. Introduction
Speech enhancement (SE) has been the target of many research efforts for several decades. Advances in the understanding of environmental acoustic distortion on speech signals during this period have motivated the development of many SE methods [1]. The scale of the problem differs whether signals are single or multichannel. The availability of multiple channels provides an acoustic reference that could be used on the enhancement processing, while the single-channel case represents the major challenge. However, there are applications, for instance, telephonic signals, that have no choice but to perform in this condition.

Single-channel SE has been traditionally performed using statistical methods. An established approach is the family of spectral-domain speech enhancement algorithms, which are based on the gain-based approach [1 2]. In this framework, the noisy speech is transformed into the time-frequency (t-f) domain. Then an estimated gain is applied to the t-f speech representation in order to obtain an enhanced version. Finally, a synthesis stage applies an inverse transformation to the enhanced t-f speech to obtain the signal back into the time domain. Some of best-known methods among this framework are the Wiener filter [3], the Spectral Subtraction (SS) [4], the Short-Time Spectral Amplitude (STSA) [5], and the Log-Spectral Amplitude estimator (LSA) [6]. In general, these approaches rely on estimations of the a priori Signal-to-Noise Ratio (SNR), which are used to compute the gain function to determine the attenuation of noise-dominated t-f regions. Although many SE algorithms follow the gain-based approach, they mainly differ in the way the a priori SNR is estimated and in which gain function they use. The design of the gain function and the accuracy of the a priori SNR estimation can become the main weakness of the SE method. In realistic scenarios, the dynamic fast changes of non-stationary impulsive noise and the mixture of noise types including speech-correlated noises, propose significant challenges for statistical SNR estimators [7].

The availability of deep speech enhancement solutions has grown fast during the last few years. The paradigm of data-driven methods might be a suitable solution to handle the complex process of acoustic speech distortion. Since 2012, many solutions for SE based on Deep Neural Network (DNN) architectures have been
proposed. These algorithms follow different strategies that usually lie on top of the gain-based approach that also rules the traditional SE statistical methods [1], but adapted to the deep learning routine.

There are previous works studying different DNN-based estimations of the SNR and the gain function. The work of Xia et al. [8, 9] was the first approach to the DNN-based SE by supporting the Wiener filtering with a Weighted Denoising Autoencoder, that estimates the clean speech by subband and then uses it for estimating the short-term *a priori* SNR and the filter gain function. Similarly, from the mono-aural speech separation the t-f masking approach with Ideal Binary/Ratio Masking (IBM/IRM) has been used for performing feature enhancement in Automatic Speech Recognition (ASR) [10, 11]. In [12, 13] authors propose a supervised learning algorithm for IRM estimation to perform noise-robust ASR. Then, [14, 15, 16, 17] extensively used the DNN-based estimation of IBM and IRM for hearing aids purposes also applied to ASR. For cochlear implants applications, [18, 19, 20] extended the SE using DNN based on IRM to novel speakers and proposed an approach suitable for practical applications with low latency.

In this paper, we develop a gain-based approach for SE that provides robustness using deep learning. We propose a DNN-based architecture to estimate the Wiener gain function and perform SE supported on the classical LSA speech estimation, specifically in its Optimally Modified version (OMLSA) [21]. First, we studied the key points of the gain-based SE algorithm and accordingly, the best use of a deep learning solution. We found that DNNs can provide a more robust estimation at learning the Wiener gain estimator for previously unseen noisy conditions than other approaches. This fact highlights the main novelty of the paper with respect to the mentioned previous work, that uses the DNN for different purposes in the algorithm. Furthermore, we study various configuration issues in the DNN architecture used for SE. We addressed the speech representations, the use of residual connections, and online vs. offline designs for practical applications.

This work first contributes with a data-driven Wiener gain estimator for SE that can be generalized to different approaches of the classical spectral-domain speech enhancement algorithm. It also demonstrates the usefulness of deep learning for expanding the application scope of established SE schemes in realistic scenarios with challenging environmental noises. Further, this paper aims to contribute with conclusive guidelines of the suitability and practical usability of DNN-based SE solutions. Examples of enhanced signals are available

2. Speech enhancement

Let \( y(n) \) denote the observed noisy speech signal given by \( y(n) = x(n) + d(n) \) with \( x(n) \) the clean speech, \( d(n) \) the additive noise, and \( n \) the discrete-time index. The pre-processing stage for performing speech enhancement in the spectral domain starts with a short-term speech analysis of the segmented \( y(n) \) into overlapping frames through the application of a window function. Then, a short-term Fourier transform (STFT) is used to obtain the spectral representation:

\[
Y(k, l) = \sum_{n=0}^{N-1} y(n + lM) h(n) e^{-j2\pi(lN+kn)}, \quad (1)
\]

where \( l \) is the time frame index and \( k \) the frequency bin index, \( h(n) \) is the analysis window of size \( N \), and \( M \) is the window shift.

Figure 1 depicts the spectral-domain speech enhancement algorithm. The power spectrum \( |Y(k, l)|^2 \) is used as input of the noise reduction block, while the spectral phase is kept apart for the last block of post-processing for speech reconstruction.

The core of the enhancement method is depicted in the central block. This approach is the paradigm followed by the family of spectral-domain speech enhancement algorithms. However, notice that in figure 1 we present the case where the hypotheses of speech presence and absence are separately considered [22, 23]. The spectral-domain speech enhancement algorithm uses \( |Y(k, l)|^2 \) for computing the spectral Gain, which is used to obtain the filter that modifies \( |Y(k, l)|^2 \) according to the speech presence probability (See section II in [5]).

2.1. Speech estimation algorithms

Many speech estimation algorithms follow the aforementioned scheme, for instance, the well-known approaches Wiener filter, SS [4], STSA [5], and Minimum Mean-Square Error Log-Spectral Amplitude estimator (LSA) and its modified versions [6, 24, 21]. The main difference among these speech estimation methods is
the filter gain function. In the case of the Wiener filter, which is the MMSE estimator of the clean speech subject to a linear constraint, the spectral gain is:

$$G_W(k, l) = \frac{\xi_{k,l}}{1 + \xi_{k,l}}.$$  \hspace{1cm} (2)

where $\xi_{k,l}$ is the a priori SNR computed with the clean and noisy speech for each frequency bin $k$ and each time segment $l$.

From this statement, we can define other speech estimation algorithms in terms of the $G_W(k, l)$. For instance, in the SS algorithm the gain function is the square root of the maximum likelihood estimator of each spectral component variance \[23\]. In terms of the maximum likelihood estimator of each spectral gain function, in terms of $G_W(k, l)$. For instance the Gain function of the optimally modified version of LSA is

$$G_{OMLSA}(k, l) = G_{LSA}^0(k, l)G_{\text{min}}^{1-p(k,l)}$$  \hspace{1cm} (6)

where $G_{\text{min}}$ is a gain lower bound threshold, and $p(k,l)$ is the speech presence probability. This optimally modified gain function outperforms previous alternatives of the spectral-domain speech enhancement \[21\].

As we can see, $G_W(k, l)$ is a common element of utmost importance in the gain function of classical speech estimation algorithms. However, its dependence on the a priori SNR ($\xi_{k,l}$) makes it sensitive to errors, because it is not directly accessible from the observed spectral power $|Y(k,l)|^2$ and has to be estimated for each segment $l$.

### 2.2 SNR Estimation

Classical speech enhancement algorithms are commonly described in terms of the a priori and a posteriori SNR \[5, 6, 21, 1\]. The a priori SNR is defined in terms of the Power Spectral Density (PSD) of the clean speech and the noise signal:

$$\xi_{k,l} = \frac{P_s(k, l)}{P_n(k, l)}.$$  \hspace{1cm} (7)

where $P_s(k, l) = |X(k, l)|^2$ is the clean speech PSD, $P_n(k, l) = |D(k, l)|^2$ is the noise signal PSD, both in frequency bin $k$. The a posteriori SNR depends on the noise signal PSD and the noisy spectral power $P_y(k, l) = |Y(k, l)|^2$:

$$\gamma_{k,l} = \frac{|Y(k,l)|^2}{P_y(k,l)}.$$  \hspace{1cm} (8)

As we can see, with an estimate of the PSD of the noise, the a posteriori SNR can be directly obtained using the noisy PSD $|Y(k,l)|^2$. Many statistical algorithms have been proposed to estimate the noise spectrum. For instance there are histogram-based approaches \[25\], minimum statistics \[26\], Minima Controlled Recursive Averaging (MCRA) \[21\], etc. However, in general they lose accuracy handling realistic non-stationary noises. Also, they could distort the speech signal or generate annoying artifacts. Besides, the a priori SNR also needs an estimate of the PSD of the clean signal, which is another challenging point of these approaches.
3. Proposal

Nowadays, we can take advantage of the data-driven paradigm behind deep learning for modeling the relationship between noise and clean data. A DNN regression can be used in speech estimation algorithms for instance to estimate the instantaneous SNR, for obtaining the a priori SNR. However, when the observed signal is barely noise affected, i.e. it is mostly clean, the SNR can rise to infinity. This case, the DNN regression would be more sensitive to errors because there will be a huge amount of possible values to provide as result. However, as the $G_W$ depends on the SNR (equation 2), high SNR conditions provoke high gain values $G_W \to \infty$, while low SNR conditions dump $G_W \to 0$.

In this paper, we propose the estimation of the Wiener gain (equation 2) by using a DNN. This way, the dynamic range for the DNN regression to obtain $G_W$ would be bounded $[0, 1]$, which is a more accurately achievable task for a DNN.

Furthermore, the use of a DNN in this task was also motivated by the fact that we can implement a causal enhancement system. This means that this is not necessarily depending on future time frames it can be employed in online applications. Also, the DNN performs non-recursive estimations, which avoid the re-insertion of estimation errors from previous frames. Mentioned previous statistical SNR-estimators are usually based on recursive and non-causal schemes [2, 13].

3.1. Noise reduction algorithm

Figure 2 depicts the DNN-based noise reduction method proposed. The DNN is trained supervisely with clean speech data and noise patterns through a standard data augmentation process. Thus, inputs are $P_x(k, l)$ and $P_d(k, l)$ and the output is $G_W(k, l)$.

![Figure 2: Noise reduction block based on DNN.](image.png)

For computing the final speech enhancement filter gain function $G(k, l)$, the term delivered by the DNN $G_W(k, l)$ is directly used as Wiener Gain function $G_W(k, l)$ and applied according to the speech presence probability $p(k, l)$. Therefore, we will also use the DNN output to feed the speech presence probability block.

4. Experimental setup

4.1. Datasets

**Data for DNN training:** We used 16 kHz sampled data from Timit and Librispeech datasets in English, as well as some data in Spanish from Albayzin, Speechdata-car, Testar, Mavir, and some hours of Spanish TV emissions. Approximately 120 hours of clean speech. This data was augmented by adding randomly stationary and non-stationary noises from the Musan dataset [27]. SNR = 0-30 dB, including music and speech, and scaling the time axis at the feature level. In the following you can find the links to the aforementioned datasets:

- TIMIT: [https://catalog.ldc.upenn.edu/LDC93S1](https://catalog.ldc.upenn.edu/LDC93S1)
- Librispeech: [http://www.openslr.org/12/](http://www.openslr.org/12/)
- Mavir: [http://www.llff.uam.es/ESP/CorpusMavir.html](http://www.llff.uam.es/ESP/CorpusMavir.html)

**Data for speech enhancement:** We created a simulated noisy dataset with 20958 speech utterances. Using clean read phrases in Spanish, phonetically balanced, from the laboratory sessions of the AV@CAR dataset [28]. The dataset is sampled at 16 kHz and includes 20 speakers considering males and females. The clean data was corrupted with a representative selection of stationary and non-stationary additive noise that could be in everyday scenarios including:

- Babble: Noisy pattern from the talking of many people. It is a special case of non-stationary noise, very difficult to handle because it is highly correlated with the target voice since it is also voice.
- Traffic: Noise from the traffic at a random street, including cars, klaxon, street noise, etc.
- Cafe: Mixture of environmental noises in a cafe, including people talking, noise from cutlery, etc.
• Tram: Environmental noise in a tram station, including some stationary segments when the tram arrives.

Each noisy subset at SNR = 0.5, 10, 15, 20 dB.

4.2. Speech enhancement configuration

To obtain the enhanced speech, the OMLSA method was implemented and parameters were selected according to table 1 in [21]. Waveform reconstruction was performed using the original spectral phase of the corresponding noisy signal.

5. DNN Architecture: Analysis of design issues for speech enhancement

From now on, we focus on defining the DNN architecture for estimating the Wiener gain function $G_W(k, l)$. However, we would like to analyze some issues at designing a DNN architecture with SE purpose. So, we start from a basic Convolutional Neural Networks (CNN) topology with 1-dimensional convolutions (Conv1D) and kernel size $k = 3$, built using the Pytorch toolkit. We use AdamW for training the network [29, 30]. PreLU's [31] as parametric nonlinearity and Mean Square Error (MSE) as cost function.

In the following, section 5.1 addresses the selection of speech representations to input the DNN. Section 5.2 discusses the advantage of using residual connections, and section 5.3 approaches the topic of online/offline processing. Finally, we conclude on a DNN architecture design for estimating $G_W$ and proceed to test the performance of the proposed SE method.

5.1. Speech representations

DNN architectures can easily incorporate different speech representations by stacking feature sets in the input network vector. The use of different sources of information provides an advantage to the network processing since each representation can provide an alternative view of the speech signal that enriches the characterization of the corrupted signal structure. This strategy has been employed by many authors in their SE proposals, demonstrating its benefit alongside different application contexts. Accompanying basic spectral transformations, such as Fourier Transform, it is common to add perceptual speech representations, such as Mel-scaled filterbank (FB), Mel Frequency Cepstral Coefficients (MFCC), among others [13, 32].

In order to test the impact of using complementary speech representations, we define a front-end with different features computed on a 25 ms Hamming window frame (shift = 10 ms). For each frame segment, three types of acoustic feature vectors are computed and stacked, to create a single input feature vector for the network: 512-dimensional Fast Fourier Transform (FFT), 32 FB, and 32 MFCC (This feature size was selected considering our experience in previous works [32, 33]). Finally, input data are normalized using the mean and variance of the training dataset. Input features for training the network were generated on-the-fly, operating in contiguous vector blocks of 200 samples, so that convolutions in the time axis can be performed.

Figure 5 presents speech quality results expressed in terms of SNR.

- SNR (dB): is the initial SNR fixed at mixing speech and noise.
- SNR output (dB): Corresponds to the SNR after the enhancement process. As we are working with simulated speech signals, what we do is to filter apart the clean and noise signals with the enhancement filter ($G_W(k, l)$) for computing the classical SNR. This way, we are able to measure the attenuation of the enhancement filter, by means of the exact SNR value when the speech is enhanced.

We used FFT and three combinations with complementary feature representations: $FFT − FB$, $FFT − MFCC$, $FFT − FB − MFCC$. See that all complementary representations outperform the single use of FFT, providing the SE method with improved results in terms of SNR level. $FFT − FB − MFCC$ reached the best performance among all.

5.2. Online processing: Causality

From the practical application view, the causality is an important topic. Causal designs allow the system to perform an online processing, since it just relies on the present and past observations to compute the enhancement. Conversely, a non-causal design assumes the full speech signal is available, so it employs the previous and posterior frames of a sample to compute the enhancement. The non-causal designs are more frequently used in previous works. However, the assumption that future frames are not available for the computation imposes a limitation for the use in realistic online applications. This section presents a comparison between causal and non-causal design in the framework of the CNN architecture. The difference consists of the
Conv1D processing, which maintains the same kernel size \((k = 3)\) to define two modalities:
- Causal: uses two previous frames plus the present frame
- Non-causal: uses the previous, the present, and the next frame

Figure 4 presents results of the SNR level using Causal and Non-causal designs. Note that both results are mostly the same for all noise types and SNR levels evaluated. This result is not surprising if we consider the small size of the kernel. With \(k = 3\) there is not a remarkable difference between the segment used for Causal vs. Non-causal convolutions. Anyway this result provides us with the evidence for proposing the use of a causal design on top of a non-causal design, in order to have the option of performing an online enhancement.

5.3. Residual connections

The incorporation of residual connections brought more potential to the CNN approach. They make use of shortcut connections between neural network layers, allowing to handle deeper and more complicated neural network architectures, with fast convergence and a small gradient vanishing effect. Thus, they are more expressive and provide more detailed representations of the underlying structure of the corrupted signal, resulting in more accurate enhanced speech. Residual connections have been previously used for speech enhancement in the form of Wide Residual Network (WRN) architecture [34, 35, 32, 33].
5.4. Summary: DNN architecture for Wiener gain estimation

In the following, Table 1 presents a summary of obtained results on the assessment of feature representations, residual connections, and causality. This summary provides conclusions that contribute to highlight good practices to perform speech enhancement with DNN. From Table 1 we can conclude that the combination that achieves the best performance among the evaluated ones is FFT-FB-MFCC speech features, with residual connections, and non-causal convolutions. Besides the average of the SNR, we also provide Log-Likelihood Ratio as a metric of distortion [36]. LLR represents the degree of discrepancy between smoothed spectra of the target and reference signals, computed over the active speech segments of the Linear Prediction Coefficients.

<table>
<thead>
<tr>
<th>Issue</th>
<th>Baseline</th>
<th>$\Delta SNR$</th>
<th>LLR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature Representations</td>
<td>FFT</td>
<td>7.17</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>FFT-FB</td>
<td>8.88</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>FFT-MFCC</td>
<td>8.89</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>FFT-FB-MFCC</td>
<td>9.16</td>
<td>0.55</td>
</tr>
<tr>
<td>Online processing</td>
<td>Causal</td>
<td>9.16</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>Non-Causal</td>
<td>9.33</td>
<td>0.54</td>
</tr>
<tr>
<td>Residual connections</td>
<td>CNN</td>
<td>9.16</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>ResNet</td>
<td>9.38</td>
<td>0.58</td>
</tr>
</tbody>
</table>

Table 1: Average through SNR input level (0-25 dB) and different noise types (babble, tram, traffic, cafe) for $\Delta SNR = SNR_{output} - SNR_{input}$ (dB) and LLR for the issues at first column on the DNN-based SE configuration.

So, from the findings on the study performed in this section and the summary of results in Table 1, we finally designed the DNN architecture for estimating $G_W$. It consists of a Wide-ResNet (WRN) architecture with multiple speech representations as input, based on 1-dimensional causal convolutions. Note that despite results indicated that non-causal convolutions achieved better results, these were not so much different. So we decided to have the availability of online processing keeping the causal convolutions.

6. Performance of speech enhancement method

In this section we assessed the performance of the speech enhancement method proposed in section 3 through speech quality measures. This time we estimate the SNR output level using WADA [37], and we measure the quality using PESQ: Perceptual evaluation of speech quality [38] (from 0.5 to 4.5). In both cases, larger values indicate better speech quality.

6.1. Results and discussion

Figure 6 shows the output SNR vs. input SNR for enhanced speech in different noisy conditions. The black line is the reference that corresponds to the noisy speech, in this case the SNR estimation algorithm was directly applied to the noisy speech without enhancement. The blue line represents the statistical-based OMLSA method, and the red line is related to the proposal. For comparison purposes, the green line corresponds to a state-of-the-art DNN-based SE method S E G A N [39].

First of all, we observe that the SNR estimation method, WADA, over-estimates slightly at high SNR level. See the corresponding SNR estimation of the noisy speech from 15 dB. However, in practice, at this SNR level this is not a big issue, because either speech with SNR around 20 dB is not usually submitted to speech enhancement. On the other side, all data enhanced with OMLSA, S E G A N, and proposal show a noticeable increment of the SNR with respect to the noisy speech. However, considering some difference in the numerical results, for all noise types the proposal obtains the highest performance.

PESQ results are presented in figure 7. In line with the previous obtained results the upper curve of PESQ values correspond to the proposal, indicating the best performance in terms of audio quality is corresponding to the proposal. This achievement is consistent for the four noise types evaluated.

7. Conclusions

This paper has explored the mutually beneficial relationship between the traditional gain-based approach for speech enhancement and the deep learning solution. The proposal focuses on improving the performance of the Wiener gain estimator by using a DNN architecture designed for SE purposes. We presented a DNN-based SE method in the framework of the OMLSA speech estimation algorithm. Experimental results show that SNR and PESQ values in the state-of-the-art. Beyond these, audio examples of simulated and real noisy speech demonstrate the accuracy of the proposal in practice [24].

During the design of a DNN architecture, we studied various configuration issues frequently related to the DNN-based SE solutions. First, we addressed the use of complementary speech representations for the input of the DNN. Obtained results support the advantage of using them on top of a single spectral parametrization. Then, about the use of residual connections, we conclude that the residual mechanism was beneficial in this...
Figure 6: SNR initial vs. output for enhanced and noisy speech.

Figure 7: SNR (initial) vs. PESQ for enhanced and noisy speech.

case, supporting the initial motivation of using ResNet for SE. However, it is probably that more complex and deeper architectures can take better advantage of the update provided by the residual connections, giving place to more contrasting results.

Next steps will include testing further complementary parametrization such as the derivatives of MFCC that contributes with speech suprasegmental information. Furthermore we plan to evaluate the performance using causal vs. non-causal architectures including a wider range of kernel size. This last is motivated by the applicability of causal approaches in online applications such as speech enhancement in telephone audio streams.
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