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Abstract Background: This paper explores different
machine learning algorithms and approaches for pre-

dicting alum income to obtain insights on the strongest
predictors for income and a ‘high’ earners’ class.Meth-

ods: The study examines the alum sample data ob-
tained from a survey from Tecnologico de Monterrey, a
multicampus Mexican private university, and analyses
it within the cross-industry standard process for data
mining. Survey results include 17,898 and 12,275 obser-

vations before and after cleaning and pre-processing, re-
spectively. The dataset includes values for income and
a large set of independent variables, including demo-
graphic and occupational attributes of the former stu-
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dents and academic attributes from the institution’s
history. We conduct an in-depth analysis to determine
whether the accuracy of traditional algorithms in econo-
metric research to predict income can be improved with
a data science approach. Furthermore, we present in-
sights on patterns obtained using explainable artificial
intelligence techniques. Results: Results show that the
gradient boosting model outperformed the paramet-
ric models, linear and logistic regression, in predicting
alum’s current income with statistically significant re-
sults (p < 0.05) in three tasks: ordinary least-squares
regression, multi-class classification and binary classifi-
cation. Moreover, the linear and logistic regression mod-
els were found to be the most accurate methods for
predicting the alum’s first income. The non-parametric
models showed no significant improvements. Conclu-

sion: We identified that age, gender, working hours per
week, first income after graduation and variables re-
lated to the alum’s job position and firm contributed
to explaining their income. Findings indicated a gen-
der wage gap, suggesting that further work is needed
to enable equality.

Keywords Machine Learning, Income Prediction,
Alumni Survey Analysis, Knowledge Discovery,
Explainable Artificial Intelligence.

1 Introduction

Higher education institutions seek to boost their alumni
outcomes after graduation. To validate whether this
goal is being accomplished, there is value in collect-
ing data from their alumni and identifying patterns
between those who achieved their expected outcomes
and those who did not. The results from this analysis
can help guide stakeholder’s decision to support future
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alumni. In this study, we exploit the data from Tec-

nologico de Monterrey’s alumni survey to obtain two

main insights: assessing students’ economic outcomes

and validating if there are gaps with relation to diverse

backgrounds (e.g. gender, education and socioeconomic

diversity). Understanding the factors that may favour

some alumnus will help give them equal opportunities

to achieve their economic objectives.

Many institutions survey their graduates to collect
information on their post-graduation outcomes, such

as their income and socioeconomic status [1–3]. These
studies are beneficial not only to evaluate an institu-
tion’s effectiveness but also to support institutional plan-

ning and future students’ achievements. Unfortunately,

the actions taken to analyse the results rarely include

data mining to obtain insights regarding features that

can have a higher relationship with the outcome. This
is especially true for actionable features that can be
boosted with activities performed during students’ lives
on campus. In this work, a data-based model is built

for understanding the main factors that can influence

alumni income prediction. The study uses data science,

advanced analytics and machine learning techniques.

While career success can be evaluated as intrinsic or
extrinsic [4], this study will focus solely on extrinsic suc-
cess; based explicitly on the objective rating of salary.

The data on which this work is focused comes from

a survey carried out in 2018 by Tecnologico de Monter-
rey in the university’s approach to measure their grad-

uates’ social and economic impact. The survey was sent

through email to the total alumni population who grad-

uated from 1953 and 2017, and advertisement for this

survey was promoted on social media. The overall re-

sponse rate was 7% of the total population, which ac-

counts for 17,896 former students. The obtained data

set provides an excellent opportunity to supplement

the university with knowledge about previously hidden

trends and patterns regarding the factors that affect

alumni salary attainment. This study’s primary pur-

pose is to identify if factors such as age, gender, major,

graduate studies, the overall grade achieved, and par-

ent’s education and occupation can influence the alum-

nus’s first income after graduation and their current
monthly salary. Furthermore, we aim to identify the
variables that also impact the first income after gradu-
ation, which have resulted in a significant predictor for

the former.

The contribution of this study is threefold. Firstly,

it contributes to the modern field of machine learning

research applied to econometric studies by exploring in-

come distribution and comparing traditional economet-

ric techniques, such as Quantile Regression, Linear Re-

gression and Logistic Regression with machine learning

non-parametric tree-based algorithms, Random Forest

and Gradient Boosting to find the best method for ap-
proaching the problem of income prediction. Secondly,
the study adds to the existing literature in Educational
Data Analytics with a data-driven approach and ma-

chine learning algorithms applied to an alumni impact

survey dataset. Finally, the study adds to the applica-

tion of Knowledge Discovery in Data and Explainable

Artificial Intelligence by identifying rule-based patterns

in the dataset, identifying feature importance with SHAP

values, and performing a sensitivity analysis on the vari-

ables detected as having the most important relation-

ships with income.

1.1 Related Work

Over the past several decades, many studies have esti-

mated how the final grades, college major, demograph-

ics and occupation characteristics affect individuals’ in-

come. However, very few studies have combined all these
characteristics in a single model. This research builds
on previous works that examined college students’ fu-

ture income to determine the most important features

and use machine learning as a tool to assess these fea-

tures. A table showing the most recent studies on indi-

vidual income prediction with a multivariate model can

be seen in Table 1.
Alina Lazar [5] proposed the use of Support Vec-

tor Machines to predict income. She used the Current

Population Survey (CSP) from the U.S. Census Bureau

as a database for her study. This dataset contained so-

cial, demographic and economic characteristics of U.S.

citizens 16 years and older. The author used Principal

Component Analysis (PCA) to reduce the number of

features in the dataset and then fed this to a Support

Vector Machine classifier. With this, she was able to

achieve an accuracy score as high as 84%.

The study from Hartog and Webbink [6] analysed

both expectation and realisation of incomes from for-

mer students who graduated from high schools or uni-
versities in the Netherlands. The variables analysed in-
cluded background variables (Gender, age, parent’s ed-

ucation, parent’s income), higher education variables

(year of education, student’s status), and secondary ed-

ucation variables (school marks), potential work expe-

rience (time since graduation). One of the experiments

conducted in this study included a prediction of realised
earnings. This model was performed with OLS regres-
sion and achieved a 16% R2.

The study from Lee and Lee [7] investigated the

wage determinants in the Korean labour market. The
researchers used quantile regression methods. They in-

dicated that the advantage of quantile regressions is
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Table 1: Recent studies on income prediction summary

recollection

Source Task Methods Results

Lazar [5] classification SVM Acc = 0.84
Hartog,
Webbink [6]

regression OLS R2 = 0.14

Lee,
Lee [7]

quantile re-
gression

5th
25th
50th
75th
95th

Pseudo-R2 =
0.29
Pseudo-R2 =
0.33
Pseudo-R2 =
0.34
Pseudo-R2 =
0.34
Pseudo-R2 =
0.32

Oehlrein [8] regression OLS R2 = 0.37
Stran,
Truong [9]

regression Lasso
OLS

USD
$6,394.64
(RMSE)

Figueiredo,
Fontainha [10]

quantile re-
gression

10th
50th
90th

Pseudo-R2 =
0.27
Pseudo-R2 =
0.45
Pseudo-R2 =
0.50

Sharath
et al. [11]

classification NB
C4.5
Boosted
C4.5

Acc = 0.48
Acc = 0.51
Acc = 0.53

Khongchai,
Songmuang
[12]

multi-class
classifica-
tion

DT
SVM
MLP
KNN
NB

Acc = 0.73
Acc =0.43
Acc =0.38
Acc = 0.84
Acc =0.43

Chen, Sun,
Thakuriah [13]

multi-class
classifica-
tion

SVM
DT
LR
RF
GBM
NN
LSTM
DNN

Acc = 0.74
Acc = 0.74
Acc = 0.72
Acc = 0.71
Acc = 0.70
Acc = 0.68
Acc = 0.65
Acc =0.65

that it allows examining a more comprehensive picture
for different quantile wage groups. The results obtained
from their study showed that age is the most important

factor for wage determination. The authors also found

that female workers are significantly underpaid com-

pared to their male counterparts.

Oehrlein [8] attempted to determine the aspects of

college that impacted students’ future income. He fo-

cused on deciding whether or not their GPA was an

influencer. In this study, OLS regression was used with

the R-squared obtained for the prediction being 0.374.

The author’s findings include that grades, natural abil-

ity and major significantly affect income. He found that

the highest paying major was engineering and that the

attribute female was negatively correlated with income.

The research study from Stran and Truong [9] evalu-

ated different demographic features to predict earnings

by comparing the results of students graduating from

several colleges. The most important features identified

in this study were the percentage of students who re-

ceived a Pell grant, the number of female students, the

rate of first-generation students, and the percentage of

students who had sent a FAFSA application to multiple
schools before entering. The best performance, consid-
ering the MSE, was the one from Lasso Regression and
Random Forest.

The research performed by Figueiredo and Fontainha [10]

studied the distinct wages for men and women in Por-

tugal with an OLS and a quantile regression approach.

The results from this study showed that quantile re-

gression obtained better results than OLS. The findings

indicated that the levels of education have a higher im-

pact on wage determination. Also, the variables that

contributed the most in the model were related to the

firm, while those related to family only contributed to

explaining men’s wage. Finally, the study indicated a
significant difference between men’s and women’s wages,
indicating that further studies are required to explain

the gender wage gap.

Sharath et al. [11] performed a machine learning

study with the US Census Bureau dataset. The focus

of the study was to obtain insights into the financial

status of the people in US. The results obtained showed

inequality in the society due to a gender wage gap and

showcased one of the root causes for these inequalities
by determining the relationship level between income
and education level. Furthermore, a classification model
was obtained to predict economic class categories with

an accuracy of 53%.

Khongchai and Songmuang [12] presented their work

using classification to predict future students’ income.

Their initial dataset contained 108 attributes obtained
from graduate student history data collected for ten
years from a university in Thailand. The features in-

cluded gender, faculty-student ratio, programme, work-

place type, work experience, certifications, total Grade

Point Average (GPA), and salary. The best model ob-

tained by the authors was the KNN with an 84% accu-

racy.

During this research, the most recent work was the

one from Chen, Sun, and Thakuriah in 2019 [13]. The

authors used many metadata in the web and relational

attributes such as job descriptions, locations, job con-

tent and job-related features to predict individuals’ salaries.

They compared Support Vector Machines, Decision Trees,

Logistic regression, Random Forest, Gradient Boosting,

Graph Convolutional Networks and Deep Learning to

classify six predefined categories (0–20,000; 20,000–30,000;
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30,000–40,000; 40,000–50,000; and >50,000). The best

overall accuracy obtained was the one from SVM with a
0.74 accuracy. The metadata features had a significant
contribution to reaching this accuracy.

1.1.1 Dataset

This study analyses data from an alumni impact study

survey conducted by Tecnologico de Monterrey univer-

sity. The survey invitation was electronically sent to all

former students since the inception of the university in

1943 (269,482 individuals). From the total population

of alumni who graduated between 1953 and 2017, 7%

responded to the survey; this accounts for 17,896 grad-

uates across different generations. Tecnologico de Mon-

terrey provided the original dataset collected from the

survey for this study. The dataset contains no person-

ally identifiable information, and the dataset contains

all the salary figures normalised and reported in Mexi-
can Pesos.

The records include 72 columns with demographic

information from the alumni such as major, gender,

graduation date, campus, age, occupation, level of ed-

ucation attained, parents’ education, parents’ occupa-

tion, as well as information related to their accom-

plishments such as businesses created, type of business,
salary and score reported based on their satisfaction in
their professional lives, as well as other variables.

In regards to the unintended bias inherent in this

dataset, the first bias we identified was the one towards
younger adults, specifically for those between 27 and
60 years old. Since the survey was sent by email, it ac-

counted for fewer elder respondents (older than 60 years

old). Hence, it is important to note that our results will

not account for alumni older than 60.

2 Methodology

The methodology followed in this study is an adapta-

tion of the Cross-Industry Standard Process for Data

Mining (CRISP-DM). The CRISP-DM consists of a

general model of a data mining project. This was de-

veloped in 1996 [14,15] and has been widely used since

then. The steps followed in this project to transform

raw data into insights are shown in Fig.1. This diagram

shows specific actions performed during the application

of the CRISP-DM process.

2.1 Methods

Quantile Regression (QR): can be used when asym-

metries and heavy tails exist in data distributions. The

advantage over linear regression is that this method is

more robust to outliers and more flexible to the lin-
ear assumptions. The main difference between these
two is that while least-squares regression is focused on

minimising the sums of squared residuals to estimate

models for conditional mean functions, QR models the

conditional quantile of the response variable for some

quantity of

τ ∈ (0, 1)

, where τ = 0.5 is the median [16]. For example, when

trying to predict income in countries where the income

is highly skewed, we can predict the median or the

quantile instead of the mean. For this reason, the QR

method is highly used in econometrics studies for wage
determinants, discrimination effects and income inequal-
ity trends.

Ensemble Methods: to counteract the decision
tree issues of stability [17] and accuracy [18], successful
approaches include the ensemble of decision trees. The

ensemble approach integrates multiple predictors and

is built by two specific methods: bagging and boost-

ing [19].One of the best performing applications of the

bagging method is Random Forest (RF), and a practi-
cal algorithm based on the boosting notion is the widely
used ensemble method Gradient Boosting (GB).

Random Forest: algorithm consists of building B

random samples, and for each of these samples, build-
ing a decision tree model fb [20]. The final prediction

is obtained by taking into account the vote of each of
the models for a classification task 1 and the average
prediction for a regression task 2.

Ĉ(x) = majority vote{Ĉb} (1)

f̂(x) =
1

B

B
∑

b=1

fb(x) (2)

The advantages of RF are mainly inherited from

the decision trees, previously explained. For instance,
they can be used for both classification and regression
tasks; their nature enables them to handle categorical
predictors; they are non-parametric models, so they do

not need a formal distribution assumption. Addition-

ally, they can manage non-linear relationships between

the covariates and target variable, and they can per-

form feature selection automatically. However, unlike

decision trees, random forests are harder to interpret,

as the model is built with multiple decision trees, mak-

ing it hard to visualise in a plot. Another limitation of

this model is that it can become highly computationally
complex when having a large number of trees.

Gradient Boosting combines multiple simple de-

cision trees. The trees are joined sequentially, each tree
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Fig. 1: The Knowledge Discovery Process flow diagram employed in this work and linked to the CRISP-DM

methodology

trying to amend the errors of the previous one, f
(j)
i (3).

Frequently, this method has a better performance than

Random Forest while having similar properties; how-
ever, careful tuning is required to avoid over-fitting the
data [21].

fi = fi + αf
(j)
i (3)

2.2 Data Preparation

The data present in the survey results contain several

missing values and an excessive number of attributes.

To give the data the proper format for data mining, we

performed a series of steps to clean the data.

1. Data Integration: First, the original dataset was

compiled with a dataset with data from the uni-

versity’s planning department, which contained stu-

dents’ information upon graduation. The data in-

cluded final GPA, number of semesters in which

the student was involved in co-curricular activities

(sports, leadership, and cultural activity), their En-
glish score, and whether they had previous work
experience before graduating (internships). In this
step, we noted that most campuses track recent stu-

dents’ participation in co-curricular activities and

store their scores in a database; however, not all

campuses held this information for alumni from older

cohorts; this was among the fields with the largest

percentage of missing values.

2. Correcting Inconsistencies: Since inconsistencies

were present in the survey, subject matter exper-

tise was needed to correct errors/inconsistencies. We

first cleaned the data by translating all the ques-

tions to variable names and translating all the data

to English. There were many different words in the
responses which referred to the same term, so we
grouped them in a single word. Typos and mis-

spelling were corrected. Finally, punctuation such as

commas, apostrophes, quotes, question marks and

others was removed.

3. Handling Missing Values: The next step per-

formed was the handling of missing values. We elim-

inated all the records which had no information re-

garding the target variable. Then, we eliminated

follow-up questions with more than 80% of miss-

ing values, as they were not of central importance

to our analysis. Variables for extra-curricular activi-

ties and work experience previous to graduation had

more than 80% of missing values. However, as these

variables were of interest for our analysis, we de-

cided to split the dataset into two. The first split

was the information from all graduates; we used this

later to predict their current income. The second one

was a subset of the original dataset; we preserved

all records with information regarding their school

activities (co-curricular activities, internships, etc.);

we used this later to predict the First Income af-

ter graduation. The age of the respondents from
the subset is exclusively between 21 and 28 years
old at the time of the survey. Hence, this analy-
sis was considered exclusive for recent graduates

(alumni graduated between 2012 and 2017). After

this step, we had less than 40% of missing values

in both datasets and no values missing for the tar-
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get variables. We then performed a missing values

imputation. We completed the imputation by using

a Nearest Neighbours (NN) imputation, consider-

ing three distinct neighbours. We selected a K-NN

model for this process as it has proven to be a useful

technique for predicting missing values; it has sur-

passed the efficacy of average or median imputation

in previous research [22]. The value imputed consid-
ered the three distinct neighbors’ weighted average
closer in the distance by using the Euclidean dis-

tance metric.

We identified extreme values in both target vari-

ables, current income and first income after grad-

uation. In this regard, a winsorization method was

used to mitigate the effect of the extreme values.

The difference between just trimming the data and

winsorizing it is that the latter will retain the ob-

servations but changes the numeric outliers to fall

on the edge of the distribution [23].

With the winsorisation, we bounded the data to

the 0.05 and 0.95 percentiles. The resulting distri-

bution of the target variables, Current Income and

First Income after graduation, after the winsorisa-

tion process, are observed in Fig. 2 and 3. We can

see that there are still some outliers in the distribu-

tion. However, as these observations are ascertained

as genuine, they are not removed. The data should

be transformed for its use in data analysis, specifi-
cally in parametric models, as these require that the
distribution is symmetric. This change is performed
in the transformation step in this section.

0 50000 100000 150000 200000 250000 300000
Current Income

0.00

0.25

0.50

0.75

1.00

1.25

1.50

D
en

si
ty

1e−5

Fig. 2: Density bar plot and boxplot of the winsorized

result of the Current Income variable

From the figures above, we can observe that both

distributions are highly skewed to the right. To use

these variables in the linear regression, we must per-

0 10000 20000 30000 40000 50000
First Income

0

1

2

3

4

5

D
en

si
ty

1e−5

Fig. 3: Density bar plot and boxplot of the winsorized
result of the First Income variable

form an additional transformation to the data. The

transformation that we approached in this step was
a box-cox transformation that could approximate
normality assumptions. Even though the resulting

transformations exhibits symmetry, they do not re-

semble a normal distribution. Both of the histograms

show ‘heavy tails’, a common topic in income dis-

tributions [24–27].Since having fat tails makes it of

interest to understand the distribution, we decided

to start modelling with a QR model (experiment A)

instead of linear regression. The QR and the non-

parametric machine learning models explored in this

study make no assumptions about the distribution

of the residuals; hence, they can be used when asym-

metries and heavy tails exist in data distributions.

The transformations that yielded the most symmet-

ric distributions were then used for the linear regres-

sion model.

4. Data Binning: Since the unequal representation of

the different groups could lead to unfair outcomes

towards individuals or demographics, in this step,

we seek to drop this difference by binning categories

and reduce this imbalance as much as possible. In

this sense, we grouped the predictor variables that

contained more than five category labels. We per-

formed this according to business acumen. An exam-

ple of this was the variable ‘Campus’. Initially, the

variable contained 33 categories, we reduced these

to only six based on the economic regions in which
the ‘Campus’ are located across Mexico and an addi-
tional one for the ‘Virtual Campus’, which represent

those students that did not have a physical Cam-

pus but took all their courses online. The categories

for the variables ‘Current Location’ and ‘Pre-Study

Location’ were also binned based on these economic

regions as well as an additional label for those living
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overseas. Subsequently, these variables were binned

based on their frequency.
5. Dealing with Multicollinearity: To determine

whether the independent variables were highly cor-

related, we used the Variance Inflation Factor (VIF)

and chose the score five as a threshold. VIF mea-

sures the correlation inflation between the indepen-

dent variables. When the score was above the thresh-
old, we dropped the variable from the dataset. The
final results indicated that the remaining variables

do not have a VIF above 5, which implies no multi-

collinearity issues in the dataset.

6. Categorical Encoding: Concerning variable en-
coding, for ordinal categorical variables, the assign-

ment was done with incremental ordering, starting

with the lowest category (i.e. 0 years was assigned

0, 1 to 3 years was set one, and more than three

years was given 2). The categorical variables with-

out a natural ordering, we transformed into dummy

variables with one- hot-encoding. To deal with the,

‘dummy variable trap’ [28] we dropped one of the

dummy variables from each categorical feature.

7. Data Standardization: A standardisation of the

data was performed in numerical variables using the

standard normal or z-score normalisation method.

This process is necessary so that the machine learn-

ing models treat all variables equally, and a variable

is not considered more important because it has a
higher range of values [29].

2.3 Exploratory Data Analysis

After the data wrangling step, the ‘Current Income’

dataset contains 12,275 observations and 65 variables,

both continuous and categorical. Six of these variables

are numeric, and 59 are categorical; however, all of them

are now numeric values. On the other hand, the ‘First

Income’ dataset contains 2264 observations and 39 vari-
ables; 2 of them numeric and 37 categorical. The first
step for exploring these variables was to analyse cor-

relation to identify those variables having a higher lin-

ear relation with the target variables. A heatmap show-

ing the resulting Spearman coefficients for the continu-

ous and ordinal variables is presented in Figure 4. The

results showed a moderate relation (0.3 ≤ |r| ≤ 0.5)
between the target variable and ‘Age’, ‘First Income’,

‘People in Charge’ and ‘Years Worked Foreign’. Then,

statistics and visualisations were obtained to measure

the marginal effect of variables of interest as per previ-

ous studies and their relation with the target variable.

The money currency for the current and first income

variables is in Mexican Pesos (MXN).
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Fig. 4: Current Income Spearman correlation coefficient

matrix of the continuous variables of the dataset

Salary Based on Gender The aggregation table

in Table 2 depicts a comparison between Gender and

‘First Income’ and Gender and ‘Current Income.’ Over-

all, there is a gap between the results obtained for each
gender; however, the gap is more prominent in the latter
target variable. The gap for ‘First Income’ and ‘Current
Income’ is $3,151 and $26,845 respectively. When look-

ing closer into the results with the plot in Fig. 5 and
after performing a Mann-Shitney-Wilcoxon test two-
sided with Bonferroni correction hypothesis testing, we

determined that the medians are significantly different,
with a significance level of 0.01% in both analyses.

Table 2: First Income and Current Income median,

mean, and standard deviation statistics by Gender

First Income

Category Mean Std Median

F $17,335.73 $8,699.79 $15,615.00
M $20,940.73 $10,494.72 $18,766.00

Current Income

Category Mean Std Median

F $55,933.13 $54,427.00 $37,155.00
M $89,726.13 $73,106.86 $64,000.00

Salary Based on School The salary variable was

examined concerning the school groups. Table 3 shows

that the alumni who graduated from ‘Engineering’ have

a higher median than the other categories in both cases.

The plot in Fig. 6 exhibits a significant difference be-

tween the School Variable medians. The difference be-

tween ‘Engineering’ and ‘Business’ is not very signifi-
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Fig. 5: First Income and Current Income boxplot based on Gender (male M, and female F) distribution count

cant in the ‘First Income’ result; however it becomes

more significant in the latter score, where all of the
comparisons obtained a significance level of 0.01%.

Table 3: First Income and Current Income median,

mean, and standard deviation statistics by School vari-

able

First Income

Category Mean Std Median

Business $ 18,398.68 $ 9,164.97 $ 16,558.00
Engineering $ 21,555.90 $ 10,068.39 $ 19,870.00

Other $ 15,922.15 $ 8,990.18 $ 13,533.00
Current Income

Category Mean Std Median

Business $ 78,838.27 $ 68,905.98 $ 53,707.50
Engineering $ 81,871.54 $ 69,803.65 $ 56,000.00

Other $ 55,154.67 $ 57,171.84 $ 34,657.00

Salary based Current Employment Charac-

teristics

The box-plots in Fig. 7 and Fig. 8 presents a com-
parison between the most critical variables identified in

the correlation analysis, which describe ‘Current Em-

ployment’ characteristics. These variables were not eval-

uated in the ‘First Income’ analysis as these are charac-

teristics of the alumnus’s current status. In this analy-

sis, we can see a significant difference between the num-

ber of years that the alumni have lived in a foreign

country (outside of Mexico), showing higher values for

those that have lived (and presumably worked) outside

the longest (Table 4). The study did not present in-

formation about where these alumni have lived outside

of Mexico. However, based on previous academic de-

scriptive analysis, it was determined that 70% of the
former students have migrated to North America. Fi-

nally, whether the former student has obtained a grad-

uate degree or not has a significant difference (Table 5),
showing a positive outcome for those that have achieved
higher educational attainment (a Masters or Ph.D. de-
gree).

Table 4: First Income and Current Income median,

mean, and standard deviation statistics by Years

Worked Foreign variable

Current Income

Category Mean Std Median

none $ 62,883.47 $ 59,282.52 $ 40,100.00
1-3 $ 80,345.03 $ 65,678.08 $ 60,000.00
>3 $ 137,887.29 $ 81,580.06 $ 117,362.00

Table 5: First Income and Current Income median,

mean, and standard deviation statistics by Graduate

Degree variable

Current Income

Category Mean Std Median

No $ 66,801.01 $ 63,662.08 $ 42,000.00
Yes $ 83,083.64 $ 70,611.37 $ 58,036.00

2.4 Modeling

In the previous section, the marginal analysis provided

us a basic picture of the interrelation between selected

variables in the survey with income. However, the re-

sults are limited as they only provide a descriptive statis-

tic of bivariate association; they do not reflect relation-
ships between covariates and their impacts. Therefore, a
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Fig. 6: First Income and Current Income boxplot based on School distribution count
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Fig. 7: First Income and Current Income boxplot based
on Years Worked Foreign variable distribution count

multivariate analysis is explored to give us more precise

assertions and the greatest predictive power. For this

end, this section presents the different experiment con-

figurations that were approached to analyse the alumni

monthly income.

Since the most popular techniques used in econo-

metric studies for income prediction are QR and lin-

ear regression, this research starts by evaluating these

techniques and then comparing them with modern non-

parametric machine learning algorithms, RF QR and

GB QR. Then, to explain the most important factors

related to alumni income, the study proposes exploring

the data through a classification setting. This is done by

discretisation of the dependent variables with multiple

quartile categorisations and a median split.
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Fig. 8: First Income and Current Income boxplot based

on Graduate Degree variable distribution count

The modeling experimentation for this analysis was

performed in four different configurations, labeled with

letters: Experiment A involves the Quantile Regression;

Experiment B involves the Traditional OLS Regres-

sion, Experiment C includes a Multi-Class Classifica-

tion, and Experiment D is the Binary Classification.

The learning algorithms employed in each experi-

ment are: QR, Multiple-Linear Regression, Logistic Re-

gression, RF and GB. In the last experiment, the binary

classification, we also integrated other machine learn-

ing models to compare their performance with the best

achieving models. The evaluation contemplated a to-

tal of eight classifiers: Logistic Regression (LR), Linear

Discriminant Analysis (LDA), K-Nearest Neighbours

(KNN), a simple C4.5 Decision Tree (DT), Support

Vector Machines (SVM), Naive Bayes Classifier (NB)
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10 Daniela A. Gomez-Cravioto et al.

Random Forest Classifier (RFC) and Gradient Boost-

ing Classifier (GBC).

2.5 Regularization and Feature Selection

For the linear, QR, and LR models, we used a lasso

regularisation. For the selection of the lambdas used in

the penalty term, we performed a 10-fold-cross valida-

tion in each of the models and used the loss function

as the absolute error metric. While regularisation was

obtained with this process, we found that the number

of variables selected was still too many to design con-

crete policies based on them. Therefore, to further re-
duce the identified variables, we conducted a Sequen-
tial Forward Floating Selection (SFFS) algorithm and

evaluated the performance of the model with the top

twenty most important variables. The SFFS is a float-

ing variant of the traditional stepwise variable selection

method [30].It involves searching for the best subset

of variables by adding and removing features at each

step and evaluating the loss function, which can be the

RMSE for regression or accuracy for classification.

On the other hand, for the tree-based methods, we
performed the Recursive feature elimination (RFE) [31]

method with a 10-fold-cross-validation in the training

set. This technique implements a backward selection; it

starts with a model with all predictors and continuously

evaluates the model’s score when removing each one of

them. Those features with less importance are then re-

moved from the final model. This method is frequently

used with tree-based ensemble models since they can

leverage the RF and GB internal methods for measur-

ing feature importance [32].

With the SFFS (Fig. 9)and RFE (Fig. 10 methods,

we were able to select the most important variables for

the model; twenty variables were selected for the ‘Cur-

rent Income’ model and 16 for the ‘First Income’ model.

The subset of features was selected based on the opti-

mizing the loss function.

2.6 Cross-Validation and Evaluation Metrics

For model development evaluation purposes, the datasets

were split into a training set and a testing set, with
80% and 20% of the data. The latter set was left out
for the last evaluation process, and the training set was

split into several splits with the use of stratified 10-

fold cross-validation. This split was done to estimate

the regressors and classifiers’ performance and to carry

out the hyper-parameter tuning. The complete dataset

was stratified uniformly so that there were all different
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Fig. 9: Sequential forward floating selection linear re-

gression with top 20 most important variables
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Fig. 10: Recursive feature elimination of gradient boost-

ing model for the 20 most important variables

types of attributes’ values in both the Training set and

the Test set.

The metrics evaluated with the cross-validation method

were accuracy and Area Under the Curve (AUC) for

the classification task and Root Mean Squared Error

(RMSE) and adjusted-R2 for regression.

When working with a sample with high dimension-

ality, it is preferable to use the adjusted-R-squared-

statistic as it penalizes the use of predictors that do not

help explain the variation of the dependent variable [33,

34]. Equation 4 describes the adjusted-R-squared statis-
tic, where n represents the sample size and k the num-

ber of features for the given observations in the analysis.

R2
adj = 1−

(1−R2)(n− 1)

n− k − 1
(4)

For the use of R2 in quantile regression models,

we use the pseudo-R-squared (Equation 5) defined by

Koenker & Manchado in 1999 [35]. This metric allows
the measurement of variability for a particular quantile
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defined by τ . V̂ (τ) represents the pseudo R-squared for

an unrestricted quantile regression model, while Ṽ (τ)
is an intercept-only model. The pseudo-R-square met-

ric value, such as in the traditional R-square, ranges

between [0,1]. Still, it is a local measure of how well a

particular quantile fits the model, not a global measure

of goodness of fit for the total distribution [36].

R1(τ) = 1−
V̂ (τ)

Ṽ (τ)
(5)

To evaluate the loss function for linear regression,

we measured the RMSE (Equation 6). To measure this

in quantile regression, the quantile-loss error is used [37,

38]. This is also called the pinball loss and is similar to

the Mean absolute Error (MAE) loss; however, it is not

based on the mean but in the conditional quantile. The
formula to obtain this value is shown in Equation 7.

RMSE =

√

∑n

i=1(yi − ŷi)2

n
(6)

L(y, t) :=

{

(1− τ)(t− y) if y < t

τ(y − t) if y ≥ t
(7)

To measure classification models’ performance, the
confusion matrix and the following metrics are com-

puted: overall accuracy (Equation 8), and the AUC.

The latter measures the two-dimensional area that is

underneath the receiver operating characteristic curve

(ROC). The ROC curve is the graph that counts the

number of correct positive classification gains in each

of its thresholds; the curve plots the True Positive Rate
(TPR) and the False Positive Rate (FPR) as defined
below in Equation 9 and Equation 10.

accuracy =
TP + TN

TP + TN + FP + FN
(8)

TPR =
TP

TP + FN
(9)

FPR =
FP

FP + TN
(10)

2.7 Model Interpretation Methods

With complex methods, such as ensemble methods or
deep learning, more complex interactions are found by
the algorithm; hence a higher accuracy can be obtained.

The problem is that complex machine learning meth-

ods explaining how the prediction is assessed are not

straightforward. The collection of post hoc interpretabil-

ity methods that seek to convert ‘black-box models’

to ‘glass-box models’ are referred to as Explainable

Artificial Intelligence or XAI techniques [39].We ob-

tained the most important variables from the best per-

forming model for all of the different approaches pre-

sented above. If the best performing model was a tree-

based model, we used Shapley Additive exPlanations

(SHAP). If it was the LR model, we obtained the most

important features based on each variable’s weighted

coefficients.

SHAP helps explain how complex machine learn-

ing models make predictions and provides global in-
terpretability using game theory and providing each
feature with a SHAP value. SHAP values were intro-
duced by Shapley [40]. They provide a way to distribute

contributors’ total gain (attribute’s marginal contribu-
tion), assuming that all features contribute. The greater
the Shapley value, the more positive effect it has on

the objective function. SHAP values give feature attri-

bution to each future with the classical Shapley values

from game theory.

For the last approach presented, we performed two

XAI methods to explain the alumni income results. For

this, we employed the binary model since categorisa-

tion can ease the presentation of variable effects. The
first strategy consisted of visualising the interactions
between two variables and their relation with the target

variable with the use of SHAP dependence plots. SHAP

dependence plots are a popular visualisation technique

to summarise model predictions. This method is simi-

lar to the Partial Dependence Plot (PDP) introduced

by Friedman [41]. They show how a feature relates to

the model’s target value. In the SHAP dependence plot,

each observation is plotted as a scatter-plot point; the

y-axis corresponds to the SHAP value and the x-axis to

the attribute’s value. By defining a different colour for

each feature and showing them in a 2-D graph, we can

visualise two variables’ interaction effects.

For this study, the SHAP values were calculated and

plotted in log-odds. Log-odds create a logistic transfor-
mation to the function, which provides visual attrac-
tiveness. When plotting the prediction’s log-odds, we
can see the effect between the feature inputs and the

output value. With this unit, we can observe the change

in the value of the target value when the predictor anal-

ysed is changed by one log-odd, and all the other vari-

ables are fixed. When the ratio is greater than 1, it
indicates that the event is more likely to happen as the
independent variable increases. In contrast, when the

odds ratio is less than 1, the event is less likely to oc-

cur as the independent variable increases. The second

strategy we used to interpret the results was mining

rule-based patterns with the PBC4cip algorithm [42].

We used this method to identify insight regarding the

 1 

 2 

 3 

 4 

 5 

 6 

 7 

 8 

 9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

31 

32 

33 

34 

35 

36 

37 

38 

39 

40 

41 

42 

43 

44 

45 

46 

47 

48 

49 

50 

51 

52 

53 

54 

55 

56 

57 

58 

59 

60 

61 

62 

63 

64 

65 
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decision rules identified for better discrimination of the

classes.

The PBC4cip algorithm is a model-specific method

that uses an ensemble of decision trees and converts

them into multivariate decision rules. As an example,

a multivariate contrast pattern for income prediction

could be the following: [IF Marital Status = Married

AND Gender = Female AND Education = High School

THEN Class = Low].

During the training phase, the PBC4cip algorithm

weights the sum of the supports in each of the classes as

stated in equation 11, where C represents the number

of instances belonging to the class c, T the number of

instances in the training dataset, P the set of patterns
found for the class c, and Sup(p, c) the support of the

pattern p into the class c.

wc =
1− C

T
∑

p∈P Sup(p, c)
(11)

Then in the classification stage, the sum of each
class’s supports is multiplied by the weight wc of its

corresponding class. This is done to punish the high

sum of supports computed by the majority class. Then,

the instance evaluated is classified based on the class

with the highest value according to Equation 12.

w(p, c) = wc

∑

p∈P

Sup(p, c) (12)

Finally, in order to select the most relevant patterns,

filtering is performed based on two constraints: sup-
port difference and confidence above a minimal defined
threshold. If the support difference or the confidence is

not large enough, it is assumed that the pattern is not

worthy of consideration. The rules obtained from this

model were filtered by considering only those which had

a support difference between both classes 40% or higher

and confidence above 65% to ensure the rules were rel-

evant for the prediction task.

3 Results

Table 6 and Table 7 presents the results for the four

different experiments conducted in this paper for the

prediction of current income. All of these methods were

tuned with respect to their specific parameters and hyper-

parameters by using Grid Search, and they all consid-

ered a subset of the topmost important features selected

in a pipeline process, using the SFFS method for the lin-

ear models and the RFE for tree-based methods. When

comparing the results, we show that the performance

is better for the GB Model; this is true for both the

regression and classification tasks. However, in the QR

model’s statistical analysis, we identified that the im-

provement was not significant.

To determine the significance, we used the data of
the quantile loss obtained from the 10-fold CV for the

three different models and performed a post hoc test to

identify the pair of algorithms that do not have equal

performance. For this statistical analysis, we used the

post hoc Tukey HSD test. For Experiment A, the results

of the Tukey HSD test showed there are no significant

differences between the performance of the following

models: QR50 and QGB50, we could not reject the hy-

pothesis (p-value < 0.05) in any of the quantiles; thus,

there was no sufficient statistical evidence to confirm

that the results have a different distribution. Hence, by

the parsimony theorem [43], we recommend using the
traditional QR model for the QR approach. In contrast,
the significance of the GB model in the traditional re-

gression, the multi-class classification and the binary

classification was significantly better than the rest of

the models.
We integrated additional machine learning techniques

in the binary approach and compared their accuracy

scores in the 10-fold cross-validation. The current in-

come model results for this approach are shown in Fig. 11.

Based on the post hoc Tukey HSD test, we infer no sig-

nificant differences within the following groups: GB and

RF; SVC and LDA; KNN, DT and LR. All other dif-

ferences were significant.

It can be observed in the results of the first income
model shown in Table 8 and Table 9, and in the results

of the post hoc Tukey HSD test for the binary models

(Fig. 12), that for this model our hypothesis that non-

parametric methods can perform better in this data

does not hold. The results indicated that the linear and

logistic regression were the most adequate to describe

the variables’ relationship with first income after grad-

uation.

3.1 Feature Importance

For the ‘Current Income’ model, the ranking of the most

important features and their overall contribution was

plotted in a SHAP-values graph. This graph shows in

red the variables that negatively impact the model and

in green the ones that impact positively. The graphs in

Fig. 13 show the features that impact the class ‘High’.

This technique is similar to obtaining the coefficients

in a linear model and can bring transparency to our

machine learning model. In this graph, we can see how
17 of the subsets of variables impact the model posi-
tively. For instance, ‘Age’ is the most important vari-
able for ‘Current Income’ and impacts in a positive way;

the ‘Gender’ variable follows this, the number of ‘Years
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Table 6: Regression models results of pseudo R2, quantile loss, adjustes R2, and root mean squared error for

Current Income variable

A B
Pseudo R2 Q-Loss R2-adj RMSE

QR50 0.23 18,659.52 OLS 0.44 50,431.45
QRF50 0.37 14,719.26 RFR 0.51 47,325.67

QLGB50 0.38 14,301.58 GBC 0.54 45,892.69

Table 7: Classification models results of accuracy and

area under the curve for Current Income variable

C D
Accuracy AUC Accuracy AUC

LR 0.48 0.749 LR 0.79 0.870
RFC 0.50 0.762 RFC 0.82 0.890
GBC 0.53 0.796 GBC 0.83 0.910

0.77 0.78 0.79 0.80 0.81 0.82 0.83
AUC

NB

LR

DT

KNN

LDA

SVC

RF

GB

Al
go

rit
hm

s

Fig. 11: Tukey HSD Post Hoc Test for the Binary Cur-
rent Income classification models area under the curve
results

worked Foreign’ and the ‘First Income’ variable. On

the other hand, working in the ‘Tertiary Industry’ sec-

tor is impacting negatively. An interesting insight that

can be noted is that having a high ‘Scholarship’ per-

centage during the alumni studies impacts negatively in

their ‘Current Income’. However, this is affected by the
proportion of the people with a scholarship vs. alumni
without a scholarship; therefore, there might be an un-

fair bias for this variable.

On the other hand, something positive that can be

observed is that ‘Bachelor GPA’ affects positively in

many scenarios. Finally, a proxy variable is showing up

in this graph, the Negative Importance variable, which

shows that overall, giving importance to negotiation

skills can boost the income of the alumni.

Regarding the ‘First Income’ model, a feature im-

portance plot was obtained based on the estimated coef-

0.68 0.70 0.72 0.74 0.76
AUC

DT

KNN

GB

RF

SVC

NB

LDA

LR

Al
go

rit
hm

s

Fig. 12: Tukey HSD Post Hoc Test for the Binary First

Income classification models area under the curve re-

sults

−2 0 2
SHAP value (impact on model output)

Negotiation Importance
Number of Created Ventures
Current Industry:Quaternary

Campus:Monterrey
Working hours per Week

Scholarship Percent
First Company Size

Campus:Virtual
Bachelor GPA

Current Employment:Owner/Freelancer
Current Industry:Tertiary

People In Charge
Current Company Size

Current Employment:Manager
Current Location:Foreign

Current Employment:Senior Manager
First Income

Years Worked Foreign
Gender:Male

Age

Fe
at
ur
e

Low

Fe
at
ur
e 
Va

lu
e

High

Fig. 13: GB Feature Importance with SHAP values

ficients of the 13 selected features for the LR model. The
plot is shown in Fig. 14. When taking a close look at
the coefficients, we can see that the features which im-
pacted the model the most were the size of the company

and having attended Engineering school, and having

worked Foreign in their first job, all of these variables
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Table 8: Regression models results of pseudo R2, quantile loss, adjustes R2, and root mean squared error for First

Income variable.

A B
Pseudo R2 Q-Loss R2-adj RMSE

QR50 0.13 2,266.01 OLS 0.20 8,554.05
QRF50 0.10 3,167.97 RFR 0.19 8,609.08

QLGB50 0.13 3,090.62 LGBR 0.17 8,710.96

Table 9: Classification models results of accuracy and area under the curve for First Income variable

C D
Accuracy AUC Accuracy AUC

LR 0.42 0.681 LR 0.69 0.75
RFC 0.37 0.6377 RFC 0.66 0.72

LGBC 0.37 0.6335 LGBC 0.65 0.71

impacted positively, whereas working in the quaternary
sector, having lived in Mexico in a region different from
the North or Central area, and being a First-Generation
student impacted negatively in the income-class predic-

tion.

−1.00−0.7550.5050.25 0.00 0.25 0.50 0.75 1.00 1.25
 Log-Odds ratio

First Employment:Manager/Owner
Country First Job

First Company Size
Gender:Male

School:Engineering
Campus:Monterrey

Semesters in Cultural Act.
Job Experience Previous to Graduation

First Employment:Analyst/Assistant
Love Relationships during studies

First Employment:Employee
First Industry:Quaternary
First Generation Student

Help Professionally
Pre-Study Location:Other

Campus:Mexico City

Fe
at
ur
es

0.299
0.295
0.292

0.206
0.206
0.178

-0.17
0.106

-0.096
0.075
0.054

-0.045
-0.04
-0.036
-0.034

0.026

Fig. 14: First Income LR Feature Importance with co-

efficient weights

3.2 Exploring Feature Interactions

The SHAP partial dependence plots exhibit the marginal
effect between two features on predicting the target
variable. This visually shows covariates’ relationships

with the target variable besides being linear, mono-

tonic or more complex. This section used SHAP partial

dependence plots to show the stronger covariate rela-

tionships with income for the GB model for ‘Current

Income’.

Fig. 15 shows a strong interaction between the ‘First
Income’ feature and Age. When looking at the obser-

vations, we can also notice this interaction, which is

stronger for those former students between 35 and 40,

seconded by those between 30 and 35. The interactions

seem to be very weak for those older than 50 years old,

which seems logical as these are people that graduated

a long time ago, and thus the impact of their ‘First In-
come’ is not so relevant. Thus there is much likely a mix
of other features not shown in this dataset that explain
their variation.

Fig. 15: First Income and Age SHAP dependency plot

of the gradient boosting model, where (A) are the pre-

dictions and (B) are the real observations

The second interaction implies the relation between

Working Hours and the Current Location of the alum-

nus. We can observe from Fig. 16 hat there is a linear re-

lationship for working hours per week, which reaches a

plateau. However, there is an interaction of the alumni’s

location. The predictions show that those working be-

tween 35 and 40 hours reach the peak if they live out-
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side Mexico; yet, those living in Mexico do not reach

this peak until working between 55 and 60.

Fig. 16: Working hours per week and Current Location

SHAP dependency plot, where (A) shows the predic-
tions of the gradient boosting model and (B) the cur-
rent observations

Another interesting insight that can be explained

with this model is the interaction between gender and
age. Graph B of Fig. 17 depicts how female alumni have
a positive linear interaction when they are between 20

and 30 years old. Then this plateaus for the following

years. On the other hand, graph A obtained from the

model predictions shows how after 30, the variable of

Gender impacts negatively in female alumni. Further-

more, the graph can be interpreted as gender having a

negative effect on female alumni. We can see that the

gap between Male and Female odds increases as the
alumnus is older.

With the graphs presented in this section, we have
identified that the most important variables for Income

prediction identified by our model do not affect solely
but interact with other covariates. The graph presented
show the primary interaction relationships for the pre-

dictions along with a comparison with the observed

data points versus log-odds.

3.3 Mining Contrast Patterns

The last technique used to analyse the ‘Current Income’

prediction model results was the contrast-pattern ex-

traction with PBC4cip. In this section, an experiment

was conducted to obtain contrast patterns that could

give additional insight regarding the data analysed.

Fig. 17: Gender and Age SHAP dependency plot of the

gradient boosting model, where (A) are the predictions

and (B) are the observations

Fig. 18: Gender and Working Hours SHAP dependency

plot of the gradient boosting model, where (A) are the

predictions and (B) are the observations

One of the advantages of machine learning tech-

niques over linear models is accounting for interactions

between features. PBC4cip constructs rules by decom-

posing decision trees in a RF model, and any path that

leads to a node can be transformed into a decision rule.

The advantage of this is that the rules created are easy

to interpret because, in our problem, they are binary

decision rules. A limitation of data mining is that al-

though it can identify patterns that are not obvious

from data, not all of the patterns extracted may be use-

ful. This is the most reason why data mining requires

human intervention.
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16 Daniela A. Gomez-Cravioto et al.

The rules obtained from this model were filtered

by considering only those which had a support differ-
ence between both classes 40% or higher and confidence
above 65%. This ensures that the rules are relevant for

the prediction task. In addition, the redundant atoms

obtained in the extracted patterns were removed with

the automation filter in PBC4cip.

Three patterns were obtained that complied with

these constraints and are shown in Table 10. This table

shows that the set of patterns extracted each contain
three features. To better comprehend the mathemati-
cal representation of the contrast patterns obtained, we

used bar plots to visualise these three variables’ impact

on the ‘High’ class. The bar plots are shown in Fig. 19,

Fig. 20 and Fig. 21.

In the first visualisation, we can observe how study-

ing an Engineering or Business bachelor degree, having

a job title different from Employee and being older than

28 years old gives the alumnus a higher probability for

the ‘High’ class. As noted in Table 10,the support of

this pattern for the ‘High’ class is 74%. This means that
the pattern describes 74% of the observations with class
‘High’ (from the total dataset of 12,275 observations,
where 5,877 belong to class ‘High’, 4,396 objects com-

ply with this pattern). This pattern has a great coverage

since the observation that it describes represents 35.6%

of the overall observations in the dataset. Furthermore,

the pattern confidence indicates that the probability
that an object fulfils the property class ‘High’ given
that the object fulfils the pattern is 64%.

Next, the second visualisation shows how being a

Male alumnus, having a job title different from Em-

ployee, and being older than 28 years old, gives an

alumnus a higher probability for the ‘High’ class. As

noted in Table 10,the support of this pattern for the

‘High’ class is 61%, which indicates that the pattern

describes 61% of the observations in class ‘High’. There

is also an extensive coverage since these observations

represent 29.3% of the overall observations. The confi-

dence given to this pattern is slightly higher than the

previous one; it is 70%.

Finally, the visualisation in Fig. 21 depicts that hav-
ing People in Charge, being older than 28 years old

having a job title different from Employee also gives

alumnus higher probabilities for the ‘High’ class, with

support of 70%. Moreover, this pattern covers 33.7% of

the observations in the dataset. The confidence for this

pattern is 66%.

In this analysis, we mined three important patterns

to contrast the two classes in our target variable, ‘Cur-

rent Income’. The variables that became evident in the

obtained patterns were: School of Bachelor Degree, Job

Title, Age, having people in charge and Gender. While

the first three are understandable variables to explain

income, the latter variable has made evident the gender
bias for the ‘High’ Class in the alumni population.

We note that the factors Age and the Job Title ap-

pear in all the patterns, and each one has a distinct vari-

able. We can also see that the pattern which receives
the most confidence is pattern 2, is where the distinct
variable is gender; this shows us the importance that

gender has been for the tree-based miner to determine

the class.
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Fig. 19: Visualization of the first contrast pattern of
Age, School, and Current Employment variables in bar
plot count
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Fig. 20: Visualization of the second contrast pattern of

binarized Age, Current Employment, and Gender vari-

ables in bar plot count
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Table 10: PBC4cip three contrast patterns for current Income high class

ID Pattern
Support by Class

Confidence
Low High

CP1

IF Age bin != ’<28’ AND
School != ’School Other’ AND
Curr Emp != ’CurrE Employee’
THEN Class = ’High’

0.32 0.74 0.64

CP2

IF Age bin != ’<28’ AND
Curr Emp != ’CurrE Employee’ AND
Gender = ’M’
THEN Class = ’High’

0.21 0.61 0.70

CP3

IF People in Charge != ’0’ AND
Curr Emp != ’CurrE Employee’ AND
Age bin != ’<28’
THEN Class = ’High

0.3 0.7 0.66
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Fig. 21: Visualization of the third contrast pattern of

People in Charge, Current Employment, and binariza-
tion of Age variables in bar plot count

4 Discussions

When comparing the related work’s results with the

results from this thesis, we can see that in the QR ap-

proach, our results achieved better pseudo-R2 results

than those obtained by Lee and Lee [7]. In contrast,

the results from Figueiredo and Fontainha [10] had con-

siderably better results. The main variables that were

detected by the researchers and that were not available

in the data set used in this thesis were: marital status,

children status, the observation’s firm’s foreign capital,

and the years of tenure at the current employer. Includ-

ing these variables in the analysis as future work could
serve positively to our model’s performance.

For the traditional regression model approach, the

results obtained by this study for the current income
model were significantly better than the literature anal-

ysed. Both of the analysed related work used OLS to
predict income, and with this study, we have shown

that the decision-tree ensembles can yield significantly

better results.

Unfortunately, in relation to the multi-class classi-

fication model, our results were worse than the litera-

ture analysed. Khongchai and Songmuang [12] obtained

the best results using K-Nearest-Neighbours and Chen,

Sun and Thakuriah [13] using Decision Trees. The for-

mer research used these additional dependent variables,
which were not available in the dataset analysed in this
thesis: specific degree programme and type of work per-

formed in the company. While similar variables are in-

cluded in this study, the analysed study variables con-

sider more characteristics about the type of work that

the students performed; other patterns could have been

identified with the specific degree and work type. There-
fore, this thesis hypothesis that follow-up research with
more data can build models based on the specific degree

and the type of work of the alumni. The latter research

considered features provided by job descriptions from

job posting sites. This included more work-related fea-

tures such as location, contract versus permanent type,

job content and job relationship features. While this
work’s objective was different from this thesis, it pro-
vided insights into how the detail of the job that the

individual performs can be effectively used to predict

their income.

Finally, for the binary model, this thesis obtained

very similar results to related work. Lazar [5] showed

that SVM could achieve high performance when pre-
dicting income. The author used the following predic-
tors that were different from those used in this thesis:

work class, marital status, race, capital gain, and cap-

ital loss. Further work can be done by including these

variables in our GBC model to improve the perfor-

mance. On the other hand, Sharath [11] achieved good

results with boosted trees and various demographics
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18 Daniela A. Gomez-Cravioto et al.

as predictors; however, our study achieved significantly

better performance with the GBC and the variables

identified as the most important for income prediction.

5 Conclusions and Future Work

With the appearance of the digital transformation and

the big data era, advanced analytics and data science

has been increasingly used in many industries. In ed-

ucation, it has been used to improve the learning pro-

cess and evaluate academic institutions’ efficiency. In

econometric sciences, these techniques have been used
to explain the links between economic, financial and so-
cial effects. The differences between data analytics and

data science are mainly that the latter makes use of

machine learning techniques. These methods can pro-

vide more accurate predictions than the traditional sta-

tistical models used in data analytics. However, these

methods’ disadvantage is that they do not provide a
clear interpretation of individual factors compared to
conventional statistical methods. Hence, data analytics

continues to dominate in education and econometric

studies because of the ease of interpretation and the

ability to distinguish variable effects.

In this study, we show an application of the data sci-

ence project life cycle to predict and identify the vari-

ables with a strong relationship with alumni income.

For this, we use ‘the CRISP-DM methodology’. We fol-

lowed the standard steps in the strategy and imple-

mented additional steps to explain the results. Given

this, we illustrate the flexibility that CRISP-DM can

provide to data science projects based on the business’s

needs or research.
We showed the importance of cleansing and trans-

forming the data during this project’s data understand-

ing and preparation phase. Before modelling, we showed

the importance of an exploratory analysis to under-

stand the data, detect bias and identify specific pre-

processing needs through the cleansing and transforma-

tion process. The data exploration included descriptive

statistics, visualisations through box-plots, correlation

analysis, and the application of hypothesis testing for

comparing two-factor levels and determining marginal

effects of the independent variables with income.

We compared different modelling techniques based

on a distinction between parametric and non-parametric

models during the modelling phase and utilised XAI

techniques to interpret the results. The purpose of the

study was to investigate the relationship between the

target variables ‘Current Income’ and ‘First Income’

with demographical attributes obtained from an alumni

survey. For this purpose, this research created and anal-

ysed several machine learning methods to predict the

first income after graduation and former students’ cur-

rent income.

This study identified that for the best performing

classification task, which discerns between low and high

earners were, the top most important variables were:

years worked foreign, first income, age, employment ti-
tle, gender, employer’s characteristics (company size,
industry), the number of people in charge, the bache-
lors GPA, and the working hours per week. While most

of these variables are control variables, we identified the

following actionable variables: bachelor’s GPA, years

worked foreign, working hours per week and first income

after graduation. Hence, these variables can be paid
more attention by those students seeking to achieve a
high expected salary. Furthermore, this study’s insights

can be used to influence changes in the work sector

and academic institutions, mainly to drive salary trans-

parency and reduce the gender wage gap.

There are some interesting directions in which this

work could be extending:

1. In this study, we only focused on comparing tradi-

tional econometric algorithms with ensemble tree-

based algorithms; it will be interesting to learn the

performance of neural networks and explore the power

of XAI techniques in deep learning.

2. Other educational institutions can use the method-

ology followed in this study to perform a similar

analysis to evaluate their alumnni outcomes, iden-

tify bias and provide them additional opportunities

for obtaining their expected earnings.

3. Future work can consider the variables identified as
more important in this study and augment the vari-

ables provided in the related studies analyzed, such
as marital status, children status, as well as more
job-related characteristics.
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