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A B S TR A C T  

In order to solve the increasingly serious traffic congestion problem, an intelligent transportation system is widely used in dynamic traffic 

management, which effectively alleviates traffic congestion and improves road traffic efficiency. With the continuous development of traffic 

data acquisition technology, it is possible to obtain real-time traffic data in the road network in time. A large amount of traffic information 

provides a data guarantee for the analysis and prediction of road network traffic state. Based on the deep learning framework, this paper studies 

the vehicle recognition algorithm and road environment discrimination algorithm, which greatly improves the accuracy of highway vehicle 

recognition. Collect highway video surveillance images in different environments, establish a complete original database, build a deep learning 

model of environment discrimination, and train the classification model to realize real-time environment recognition of highway, as the basic 

condition of vehicle recognition and traffic event discrimination, and provide basic information for vehicle detection model selection. To 

improve the accuracy of road vehicle detection, the vehicle target labeling and sample preprocessing of different environment samples are 

carried out. On this basis, the vehicle recognition algorithm is studied, and the vehicle detection algorithm based on weather environment 

recognition and fast RCNN model is proposed. Then, the performance of the vehicle detection algorithm described in this paper is verified by 

comparing the detection accuracy differences between different environment dataset models and overall dataset models, different network 

structures and deep learning methods, and other methods. 
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1 Introduction 
With the continuous development of intelligent transportation 
systems and the continuous improvement of traffic information 
collection technology, the collection means and sources of 
traffic information are increasingly rich. The data collection 
methods include induction coil detection, radar detection, 
ultrasonic detection, photoelectric detection, and video 
detection. The quality and accuracy of the collection are also 
constantly improved, which makes the cost performance of 
traffic information collection equipment more and more 
cost-effective, Therefore, it is possible to obtain real-time 
traffic data and extract accurate and real-time traffic state 
information such as traffic flow, speed, and occupancy in the 
road traffic network. Massive traffic information can provide 
data support and guarantee for dynamic traffic state analysis 
and prediction research[1-2]. 
The purpose of the intelligent transportation system is to 
improve the efficient and effective information service for 
people. It mainly includes an advanced traffic information 
system, advanced traffic management system, advanced 
vehicle control, and safety system, electronic toll system, and 
emergency management and rescue system. Traffic guidance 
technology is the core of an intelligent transportation system, 
and traffic flow prediction is an important part of traffic 
guidance technology. How to make full and effective use of 
massive traffic flow data under the condition of the large road 
network to make a real-time and accurate prediction of road 
network traffic conditions is one of the urgent problems in the 
intelligent transportation system[3]. 
At present, with the development of information technology, 
most cities in China have begun to build traffic information 
integration platforms, including traffic information collection 
equipment, information transmission equipment, and traffic 
information release platforms[3-6]. Traffic data management, 

data processing, and data release need a comprehensive 
platform to control the real-time update of these dynamic data. 
The intelligent traffic management system is the center of 
traffic data management. It can provide traffic information to 
travelers, provide reference strategies for the choice of traffic 
routes, and provide travel time, travel services, and other 
information. Although the current devices used in cities also 
provide such information, they only release historical traffic 
information. Because the traffic system is dynamic and 
complex, it is easy to be interfered with by external conditions. 
The impact of emergencies or other factors can cause great 
differences between traffic data. Therefore, the current system 
equipment does not achieve dynamic real-time information 
release. Traffic managers and travelers should grasp the 
changing trend of traffic state in the road network, find out the 
essential law of traffic flow from a large number of data, 
actively make decisions, and improve road traffic efficiency. 
Road network traffic flow prediction is the main basis for 
traffic management and control departments to take traffic 
guidance measures. The research on short-term traffic flow 
prediction models based on road networks has become the 
focus of traffic flow prediction research in recent years[7-8]. 
To better reflect the real-time traffic state, with the continuous 
development of new technologies and the wide application of 
intelligent systems, higher requirements are put forward for the 
processing of big data and the accuracy of traffic prediction 
models. Real-time and accurate traffic flow prediction of the 
road network can effectively improve the traffic efficiency and 
safety of the road network, and facilitate the management 
department to actively carry out traffic planning and take 
reasonable traffic guidance measures. Therefore, using 
scientific, reasonable, and effective methods to make an 
accurate prediction of road network traffic flow is a 
prerequisite for the development of an intelligent 
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transportation system. How to use the existing theoretical 
system to construct a prediction model and make an effective 
prediction of large traffic data in road networks has important 
research significance, and it is also one of the key technologies 
in road traffic problems. 
Traffic flow prediction refers to the prediction of future traffic 
flow changes based on historical traffic data. The change of 
traffic flow with time has randomness and is easily disturbed 
by external conditions. The change of short-term traffic flow is 
a real-time, non-stationary, non-linear random process. Its 
change is not only related to the traffic flow conditions of the 
first few periods of the current monitoring points but also 
affected by the traffic conditions of the first few moments and 
the current moment of the upstream and downstream 
monitoring points. At the same time, the real-time traffic flow 
will also be affected by weather changes such as rain and snow, 
sudden changes The impact of various traffic accidents, and 
traffic environment changes[9]. 
2 Research on relevant methods of highway traffic 
detection 
In the intelligent detection of highway video surveillance, 
vehicle detection and weather recognition algorithm is the 
premise of collecting traffic data, and the layout of traffic 
detector is the basis of practical engineering application. 
Therefore, this chapter analyzes the main methods of these 
three technologies, compares the advantages and disadvantages 
of different methods, and puts forward a suitable detection 
algorithm and layout model combined with the relevant 
requirements of highway traffic detection. 
2.1 research on environment recognition algorithm 

Highway real-time environment recognition is based on the 
most widely distributed video monitoring equipment, using 
image processing technology. At present, the mainstream 
algorithms of environment recognition are: one is to extract the 
statistical features of the image (usually a variety of features, 
such as histogram, contrast, etc.) combined with a support 
vector machine [10-11] (SVM) classifier for recognition; the 
other is to obtain the sky part image through image 
segmentation [12-14] and divide it into two parts Thirdly, 
convolution neural network is used to realize automatic feature 
extraction and type recognition. 
2.2 environment recognition based on SVM classifier 
Because the weather category is divided into many kinds, such 
as sunny, cloudy, rainy, and so on, while the traditional SVM 
classifier can only distinguish the two categories, so the 
construction of environment recognition algorithm is usually 
based on a decision tree combined with SVM to distinguish 
different types of environment. Firstly, the image samples in 
different environments are collected as the training database, 
and then the features of each sample are extracted and used as 
the basis to construct the decision tree, and the SVM classifier 
is added to the nonleaf nodes of the decision tree to realize the 
recognition of different environment categories[15-18]. 

 
Figure 1 flow chart of environment recognition based on SVM 

Usually, the image features of the environment are different 
from those used in other target detection, because they have no 
fixed region and shape to express. For example, the commonly 
used gradient histogram (HOG) and local binary pattern (LBP) 
are not strong in expressing the state of the environment. 
Therefore, considering the particularity of different 
environment images, power spectrum slope, contrast, noise, 
and saturation are often used The results showed that there was 
no significant difference between the two groups[19-24]. 
2.2.1 slope of the power spectrum 

Compared with sunny days, the image is more blurred on 
rainy days, foggy days, and other weather. We can identify 
sunny days and non sunny days by comparing the slope of the 
power spectrum. Firstly, the image is transformed by discrete 
Fourier transform, and then the power spectrum is calculated 
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In the above formula, I (U, V) is an image of n * m after 
discrete Fourier transform, which is usually expressed in 
polar coordinates 
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According to the power theory, s (f) decreases exponentially 
with the increase of f 
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Where a is a constant, the power spectrum slope of the image 
can be obtained from equation (3) 
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2.2.2 contrast characteristics 

Due to the diffraction and refraction of light, the contrast of 
images in different weather environments is different, so 
different weather environments can be distinguished. The 
contrast of the image can be calculated according to the 
Michaelson formula 
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In the above formula, C represents the contrast of the image, 
minimax, and ll represent the maximum and minimum pixel 
intensity values of the image respectively. Also, to improve 



 

the robustness of the algorithm, the comparison degree can be 
calculated through the standard deviation of the image 
intensity 
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2.2.3 noise characteristics 

On rainy days, snowy days, and other weather conditions, 
many particles in the air will affect the refraction of light, 
resulting in different shapes and sizes of noise in the image. 
Different weather environments can be distinguished by 
detecting the noise of the image[25-27]. The noise standard 
deviation of an image can be defined as follows: 
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In the above formula, W and H are the width and height of 
the image respectively, L(x, y) is the pixel intensity at (x, y) 
of the image, and N is the Laplacian noise prediction template 
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2.2.4 saturation characteristics 

Firstly, the image is converted to HSV color space, and its 
saturation histogram is counted and normalized as the feature 
of weather environment recognition. 
2.3 Construction Of SVM Classifier Based On Decision Tree 

To apply SVM to classify different weather environments, the 
multi-class weather environment is transformed into a 
multi-level binary classification problem by constructing a 
decision tree[28-30]. The decision tree is constructed based 
on the distance of eigenvectors of different weather 
environments, so the average eigenvectors of different 
weather environments are calculated first 
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Where IX is the eigenvector of type I weather. 
Then the average eigenvectors are normalized, and the 
Euclidean distance between different eigenvectors is 
calculated 
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Where n is the number of weather categories and DIJ is the 
distance of the eigenvectors between the I and j categories. 
After calculating the distance of different kinds of feature 
vectors, find the class with the largest distance as a node of the 
decision tree, and merge other classes as another node. At this 
time, the former node is a non-leaf node, so an SVM classifier 
can be constructed to classify the weather category represented 
by it with other categories. The other node contains multiple 
weather categories. Continue to build the decision tree 

according to the above method, and build an SVM classifier in 
each nonleaf node. Finally, all-weather categories are classified. 
The diagram is shown in the figure below[31-34]. 

 
Figure 2 architecture of weather environment classification model 

For the construction of the SVM classifier, it was initially 
developed to solve the linear separable problem and find the 
best hyperplane, which can correctly distinguish two types of 
targets and maximize the distance between them. 
Let the training set be       nn yxyxyx ,,,,, 2211 ，  and 

 1,1,  yRx
n , where ix  is the sample, 

1,1  yy  represents the different categories of the 
sample, and n  is the sample size, then the hyperplane 
searched by SVM is the following objective function: 
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2.4 Weather Recognition Based On Image Segmentation 

The weather recognition algorithm based on image 
segmentation first extracts the sky part of the image to propose 
the interference of other parts of the image, then selects the 
appropriate features to describe different weather environments 
based on multi-core learning, and finally judges the weather 
type through SVM classifier. The algorithm flow is shown in 
the figure below. 

 
Figure 3 weather environment recognition process based on image 

segmentation 

2.4.1 Sky Image Segmentation 

The recognition of the sky in the image is based on the fact 
that the sky is above the ground and the cloud is moving 
relative to other objects. First of all, due to the mobility of 
clouds, we can calculate the accumulated residuals of multiple 
consecutive images. Also, since the sky is at the top of the 



 

image, we can give different weights to the residuals of 
different positions to reduce the influence of moving objects 
and reflected light, that is, we can give greater weight to the 
higher residuals. 

Table 1 pseudo-code of sky image segmentation algorithm 

1: Initialization weight: proportional to the square of height 

2: Last = first frame, residual = 0, count = 0 

3: Threshold = m, update interval period = n 

4: When to read a new image 

5：Residual=Residual abs(current-last)*Weig 

6: Mask normalize ( Residual)>Threshold 

7: Close and open the mask 

8：if Count Penod== 1 then 

9：Residual Residual* Mask 

10: end if 

11：Count++ 

12:Last s Current 

13: end while 

14: Output sky part image mask 

2.4.2 Construction Of Classifier Based On Multi-Kernel 
Learning 

Firstly, the sky image features are extracted, which usually 
include the following five types of features 

(1) The histogram features of three channels in HSV color 
space are the description of image color; 
(2) Photo: a scale-invariant feature descriptor with a fixed size 
to represent the shape of the image; 
(3) LBP: local binary pattern feature, which represents the 
texture of the image; 
(4) Gradient: gradient feature, the image gradient calculated by 
Sobel operator represents the texture of the image; 
(5) Motion: motion feature, obtained by calculating the 
residuals of consecutive frames, characterizes the operation 
characteristics of the image. 
Conventional SVM in the learning algorithm, a variety of 
features are simply fused, but different features have different 
contribution rates to weather classification. Simple feature 
fusion will weaken the utility of important features and reduce 
the classification results. Also, for complex image feature 
classification, which is a nonlinear separable problem, we need 
to apply kernel function to map it to high-dimensional space 
for classification the choice of number is also a problem to be 
solved. The multi-kernel learning method can weigh different 
features according to their contribution rate. Its principle is to 
perform kernel operation on each feature vector corresponding 
to a kernel function, fuse different kernel functions through 
linear combination, and add Lagrange multipliers to them, and 
transform them into dual problems to solve. Finally, different 
weights corresponding to each feature and its kernel function 
are obtained, and the algorithm flow is optimized the diagram 
is as follows. 

 
Figure 4 flow chart of the multi-core learning algorithm 

In solving SVM classifier based on multi-kernel learning, the 
basic principle is the same as that of ordinary single kernel 
SVM, but formula (12) is transformed into a linear 
combination of several different kernel functions when 
calculating the composite kernel 
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Where m is the number of nuclei, m κ is the different kernel 
function corresponding to different characteristics, DM is the 
linear combination coefficient of different nuclei, which 
satisfies  0MD and has mmmd11. Similarly, according to the 
KKT condition, using the Lagrange multiplier, the objective 
function (13) can be rewritten as the following dual problem： 
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Finally, the dual problem can also be solved by the SMO 
algorithm to obtain the classifier. 
2.5 Weather Recognition Based On Deep Learning 

The weather recognition method based on deep learning makes 
full use of the powerful expression ability of deep learning 
networks and applies a convolution neural network to 
automatically extract the features of different weather states 
and classify them. Firstly, a large number of samples of 
different weather conditions are collected and preprocessed by 
image size transformation and pixel centralization; secondly, 
the sample features are extracted by convolution neural 
network, and the neural network parameters of this part are 
obtained based on error backpropagation training; finally, the 
weather category of the image is determined by a softmax layer. 
The flow chart of the weather type recognition algorithm based 
on a convolution neural network is shown in the figure below. 



 

 
Figure 5 weather recognition process based on deep learning 

3  Research on the vehicle detection algorithm 
The main purpose of the highway vehicle detection algorithm 
is to collect traffic flow data through a video monitoring 
system based on image processing. The mainstream algorithms 
include background subtraction [35], detection algorithm based 
on artificial feature [36] combined with classifier, and vehicle 
detection algorithm based on deep learning [37]. This section 
mainly describes the principles of these three algorithms. 
3.1 Vehicle Detection Algorithm Based On Background 
Difference 

Background subtraction algorithm is one of the earliest image 
sequence target recognition algorithms. Its core idea is to 
establish a complete background model, calculate the 
difference between the real-time frame image and the 
background model to extract the foreground target. The 
algorithm flow is shown in Figure 6. 

 
Figure 6 flow chart of vehicle recognition algorithm based on 

background difference 

The key point of the background subtraction algorithm lies in 
the background modeling and the determination of the 
difference threshold. Firstly, the background model on the one 
hand requires that it can not contain foreground objects to 
ensure that the different results can detect vehicles, on the 
other hand, it requires that the background can be updated in 
time to avoid a lot of noise after the difference. Background 
models mainly include the mean model [18], Gaussian model 
[20], and Gaussian mixture model [31]. Different algorithms 
have their advantages and disadvantages. The following two 
modeling methods are discussed. 
The average background modeling method considers that the 
influence of moving target can be eliminated by superposing 
continuous multi-frame images and seeking the average value, 
to build a clean background model. This is because the vehicle 
is a fast-moving target and its duration in the image is very 
short. Therefore, the pixels of the vehicle can be averaged by 
superposing continuous multi-frame images, to obtain the pixel 

value close to the background. The time series means the 
model is widely used in the average background method： 
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Where BGT is the background image at time t, n is the number 
of consecutive image frames before time t used to establish the 
background model, and IX is the i-th frame of the image. 
Generally, taking about 1000 frames of N can get a better clean 
background. After obtaining the background image, there are 
different ways to update the background： 

  FrameαBGαBG tt  -11 （15） 

BG T + 1 is the background image at t + 1, α is the fixed 
learning rate, and the frame is the newly acquired image frame. 
In this updating method, the learning rate is one of the most 
important parameters. If the learning rate is too low, the 
background will not be updated in time, resulting in more 
noise points when the current frame has differed from the 
background image, and the vehicle target cannot be detected 
accurately; if the learning rate is too high, it is easy to add the 
foreground target to the background, so that the background 
image contains the vehicle target, which also affects the poor 
performance the effect of points. Therefore, the learning rate 
needs to determine a reasonable value according to the 
changing speed of the environment, and often this value can 
not be uniquely determined in the outdoor environment, which 
becomes the constraint of this method. 
Also, the background can be updated at one time after a fixed 
interval. Suppose that after T1, the system obtains m frames of 
new images： 
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In the above formula, Agnew is the updated model, which is 
established by a group of new image sets composed of the last 
N-M frames in the N-frame images constituting the previous 
background image and the M-FRAME images acquired 
subsequently, that is, the background is recalculated with the 
N-frame images closest to the current time. 
3.2 vehicle detection algorithm based on statistical learning 

The vehicle detection algorithm based on statistical learning 
rises from the establishment of manual features. This kind of 
method breaks through the limitation that background 
difference only detects foreground objects which are different 
from the background, and starts the real vehicle target 
detection. Directional gradient histogram feature (HOG), local 
binary pattern feature (LBP), and Haar feature are the most 
widely used features in statistical learning methods, especially 
the first two, which have strong expression ability and can well 
distinguish vehicle targets in the image, so they are often used 
in highway intelligent traffic system. Because the principles of 
vehicle detection algorithms using different features are similar, 
this paper introduces the process of vehicle detection based on 
the fusion of hog and LBP features. 
The vehicle detection algorithm based on statistical learning 
first needs to collect a large number of vehicle samples and 
nonvehicle samples in different environments, count the hog 
and LBP features of each sample, fuse the feature vector and 
use a support vector machine (SVM) to train the classification 
of the vehicle and nonvehicle samples, and detect the vehicle 
target based on the trained classifier. The algorithm process is 



 

shown in the figure below. 

 
Figure 7 vehicle detection algorithm flow based on fusion 

feature 

4 Traffic detection based on deep learning 
Highway video monitoring can collect the traffic parameters 
needed for traffic flow state analysis, including flow, speed, 
occupancy, headway, vehicle type and its ratio, traffic flow 
density, etc. This paper studies the data collection of flow, 
speed, occupancy, vehicle type, and its ratio based on deep 
learning vehicle detection algorithm. 
4.1 Speed Detection 

The principle of vehicle speed detection based on video 
monitoring is to mark a fixed-length virtual detection area on 
the monitoring image and determine its speed by detecting the 
time of vehicle passing through the detection area. 
When the time of the vehicle passing through the start L1 of 
the detection area is T1 and the time of passing through the end 
L2 is T2, the speed can be calculated as follows: 

12 TT

dν


 (17) 

To ensure the accuracy of speed detection, the time of a vehicle 
passing through the virtual detection area is the time when the 
video monitoring first detects the beginning and end of vehicle 
contact. Also, the length d of the virtual area needs to 
correspond to the actual distance, so the selection of the virtual 
detection area needs to be based on the road markings. 
According to the standard length of the road markings, the 
length of the middle white line is 6 meters, and the interval is 9 
meters. Then the vehicle speed can be accurately calculated 
according to equation (18). 
4.2 flow detection 

Compared with other detection algorithms, vehicle detection 
based on deep learning has higher accuracy, which can realize 
vehicle recognition of different distances and scales. Therefore, 
the number of vehicles in each frame can not be simply 
superimposed for traffic statistics. The number of vehicles 
accurately detected by the system for the monitoring image is 4. 
If the number of vehicles in each frame is superimposed, it will 
greatly increase the statistical number of vehicles and make the 
parameters invalid. According to the virtual detection area, the 
traffic flow statistics can be defined as the number of vehicles 
passing through the detection area, that is, when the vehicles 
pass through the two ends of the detection area, the traffic flow 
statistics is carried out, while for other vehicles that do not pass 
through the detection area, the traffic flow parameters can be 
obtained after the traffic flow detection of unit time t. Through 
the statistical method of the virtual detection area, the vehicle 
speed can be calculated while the traffic flow is counted, which 
makes the algorithm realize the collection of multiple 
parameters and reduce the additional amount of calculation. 
4.3 occupancy detection 

The road occupancy rate refers to the ratio of the cumulative 
time of vehicles passing through any road section to the total 
observation time. Assuming that the unit time of video 
monitoring observation is t, and the cumulative time of vehicle 
detection based on deep learning is t, the road occupancy rate 
of the video detection area can be obtained as follows: 
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Similarly, because the parameter detection of flow and speed 
needs vehicle identification, only the time of detecting vehicle 
target is counted at the same time to calculate the vehicle 
occupancy of the road, and the detection process does not need 
additional calculation. 
4.4 vehicle type and its ratio detection 

A prominent advantage of a road vehicle detection algorithm 
based on deep learning is that it can identify different vehicle 
types. In this paper, vehicle types are divided into five 
categories: car, minibus, bus, truck, and trailer. At the same 
time of vehicle detection, the vehicle type of each vehicle 
target can be obtained, assuming that the statistical value of 
traffic volume per unit time is n, while the statistical value of 
the I vehicle type is n n. Then the traffic volume ratio of class I 
vehicles is: 
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The statistics of vehicle type ratio is calculated based on the 
statistics of traffic volume, and the vehicle detection based on 
deep learning can recognize the vehicle type while recognizing 
the vehicle target, so the calculation of vehicle type ratio can 
be completed at the same time of traffic volume statistics.  

5  Traffic incident detection based on deep learning 
Compared with other traffic detectors, video monitoring can 
not only collect road traffic parameters, but also detect traffic 
events through video images, providing traffic managers with 
effective road traffic conditions for corresponding efficient 
traffic control, timely handling traffic accidents, avoiding the 
second occurrence of traffic accidents, ensuring the life safety 
of users, and maintaining the smooth road function. In this 
paper, the road environment is identified based on a deep 
learning algorithm. On this basis, the corresponding vehicle 
detection model is applied to realize the collection of traffic 
parameters, and the automatic detection of road traffic events 
is studied by using the statistical traffic parameter information. 
Under the normal driving state of the highway, the vehicle is 
running at high speed. If there is parking, an abnormal event 
likely occurs, which makes the vehicle stop in the middle of 
the road or the emergency lane. Therefore, through the 
intelligent identification of parking events by the video 
monitoring system, the traffic accidents on the highway can be 
found at the first time, and the corresponding countermeasures 
can be taken according to the real-time environmental 
conditions and traffic flow status Emergency rescue measures, 
efficient handling of traffic accidents, keep the road 
unobstructed. 
The deep learning model is used to detect the vehicle target 
and its location accurately, and the parking event is judged by 
counting the continuous multiple frames of video images in the 
same location. To ensure the accuracy and robustness of the 
algorithm, in the process of parking event detection, it is 



 

necessary to effectively select the continuous observation time 
and the time when there is a vehicle target at the same location 
within the observation time. If the continuous observation time 
is too long, the real-time performance of the algorithm will be 
reduced, and the detection speed of the event will be delayed. 
If the continuous observation time is too short, it is easy to 
misjudge. Similarly, the same location is the same the selection 
of the time threshold of the vehicle target also affects the 
real-time performance and robustness of the algorithm. 
6 Conclusion 
Based on the deep learning method, this paper carries out 
highway environment recognition and vehicle detection 
realizes the accurate and efficient traffic flow parameter 
collection and traffic event detection and provides an effective 
data basis for the traffic operation state analysis. The main 
research contents and achievements study several commonly 
used weather recognition algorithms based on video image 
processing and analyze the weather recognition algorithm 
based on decision tree and SVM The principles of 
classification method, image segmentation combined with 
SVM classification method and weather environment type 
recognition based on deep learning method are introduced. The 
performance differences between different algorithms are 
compared, and the framework of the highway weather 
environment recognition model based on a deep neural 
network is proposed. 
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