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Abstract

First part title: The study of sustainable management of municipal solid waste
(MSW) collection has been increasing in recent years. However, the focus areas of
research are mostly in the economics and environmental dimensions. This paper
adds social aspects of MSW into considerations to accelerate more comprehensive
decision making. The consideration on the capacity and fixed costs of vehicles,
the distances from depot to the disposal facilities are determined in this paper.
The environmental issues relating to fuel consumption, carbon emissions, and the
evaluation of social impact from the penalty costs of imbalanced trip assignments
are also determined to adopt a comprehensive solution to the capacitated vehicle
routing problem (CVRP) model. Then, the optimization model of MSW collection
is proposed to minimize management costs which compose of the fixed costs of
vehicles, fuel consumption costs, carbon emissions costs, and penalty costs.

Second part title:

In this paper, two metaheuristic techniques are used to optimization the CVRP
model in the MSW collection system. A new metaheuristic algorithm, called an
intelligence hybrid harmony search algorithm (IHHS), is proposed in comparison
with the standard harmony search (SHS) algorithm. The result shows that the
IHHS algorithm can obtain the global optimal solution and can minimize the
total objective function for the CVRP model.

Keywords: vehicle routing; supply chain network; mathematical modeling;
metaheuristic optimization; waste management

Introduction

The increasing number of the world populations in recent years has accelerated

concern over the sustainable management of municipal solid waste (MSW). MSW

commonly refers to solid waste from residential, commercial, institutional sources,

and hazardous waste [1–5]. The management of MSW generally includes collecting,

transporting, processing, and disposing of waste [6] which requires a large amount

of management costs. Thus, the MSW collection management organizations are

faced with big challenges in planning the operation of the collection process. In

addition, the campaign for sustainable development calls for the embracement of

three fundamental sustainability parts: environmental protection, economic growth,

and social equity which organizations are required to take into consideration [7].
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In the matter of environmental protection, MSW is mostly concerned with the

transportation network. The increasing number of carbon dioxide emissions are the

most commonly assessed criteria of the environmental problem in MSW collection

[8]. Due to the fact that the MSW collection process consumes energy and is the key

driving force of carbon dioxide emission [1,9], it can be concluded that the MSW

collection is in part responsible for public health and global warming in the cities

[9]. Thus, for objective function in MSW collection, lower operating costs and car-

bon emissions have to be tackled, while social sustainability cannot be disregarded

[6,10]. In the transportation network, vehicles at the depot start to collect a certain

amount of waste, then the vehicles need to unload the waste at the disposal facil-

ities (recycling facilities). However, even if a schedule has low operating and fixed

vehicles costs, it cannot reach a good balancing trip to the recycling facilities, if

each vehicle is not performing the same number of tasks [11].

The issue of the capacitated vehicle routing problem (CVRP) is one of the vehicle

routing problem which is the NP-hard problem that is being researched around the

world. The NP-hard problem is a complex problem which requires time consuming

steps of calculation to reach a solution. The basic question in CVRP is the optimal

route under the location constraints to find the shortest routes. Many exact and

heuristic methods are studied and proposed to solve the CVRP [12]. Exact methods

contain algorithms, such as branch and bound [13], branch and cut [14], and branch

and price [15]. However, heuristic methods are more frequently used in large-scale

CVRPs to reduce time and complexity.

Still, with CVRP, heuristic algorithms have limitations in its precision and re-

quire a long execution time [16]. Therefore, the movement toward metaheuristic

algorithms have become more popular in recent years especially when incompleted

information or limited computation capacity is a given [17]. The ability to find and

develop the solution by using its own metaheuristic algorithms expand its the capac-

ity to solve various problems, which include but are not limited to science, medical,

agricultural, and engineering areas. Most of new metaheuristics are derived from the

concepts of science and social science, such as particle swarm optimization (PSO)

[18], ant colony optimization (ACO) [19-20], cuckoo search algorithm (CS) [21],

firefly algorithm (FA) [22-24], and harmony search algorithm (HS) [25-28]. Fur-

thermore, most of metaheuristic algorithms are developed from the prior ones, for

example, Kuo et al. [29] combined hybrid particle swarm optimization (HPSO) with

the genetic algorithm (GA) approach called the HPSOGA algorithm for solving ca-

pacitated vehicle routing problems with fuzzy demand (CVRPFD). Liu and He [30]

adopted a clustering-based multiple ACO approach called the CMACS algorithm

for solving vehicle routing problems with time windows. Recently, Yassen et al. used

HS algorithm and variable neighborhood descent (VND) algorithms for solving a

dynamic VRP with time windows [26]. While Maleki et al. used hybrid self-adaptive

global best HS for solving VRP with time windows [27].

In summary, there is still limited research in the CVRP where the three factors

of economy, environment, and society are being put into consideration. In addition,

for sustainable development in MSW collection used in the CVRP model, previous

studies rarely adopt hybrid metaheuristic algorithms. Considering the key charac-

teristics and gaps of the learned literature, this paper creates a new metaheuristic



Wongsinlatam and Thanasate-angkool Page 3 of 16

algorithm based on a HS algorithm, and focuses on maximizing the comprehensive

benefits which are economic, environmental, and social. The economic benefits be-

ing considered are the vehicles and their fuel consumption costs. The carbon dioxide

emissions from transportation activities are assessed when considering the environ-

mental factor, while the social factor in this research focuses on the number of trips

to and from the disposal facilities.

In this paper, two metaheuristic techniques are used to compare the findings; a

new metaheuristic algorithm, which is called, an intelligence hybrid harmony search

(IHHS) algorithm, and the standard harmony search (SHS) algorithm. The rest of

the paper proceeds as follows: Section 2 presents the mathematical model to find the

CVRV and the objective function with constraints based on a detailed analysis of

four optimization objectives. Section 3 presents two metaheuristic algorithms, and

the comparison of the IHHS algorithm and the SHS algorithm in solving CVRP

model. A case study of the real problem is also discussed in this section. Then,

the computational results and discussion about the effectiveness of the proposed

metaheuristic algorithms for solving CVRP model are provided in Section 4. Finally,

Section 5 summarizes our conclusions with our future works.

Mathematical model

Problem Description

The municipal solid waste (MSW) collection problem uses the CVRP model to

minimize the cost of management. The CVRP model defines a set of collection

points by a homogenous set of vehicles of fixed capacity, each vehicle starts from

one depot and returns to the same one empty [31]. Thus, when the vehicles reach

a certain amount of waste collection, it needs to be unloaded at a disposal facility.

However, due to the processing limit of disposal facilities, it is necessary to balance

the workload of each trip as well. In this paper, the objective function of this

model is to minimize the total costs of waste management by the arrangement

of collection routes and the distribution of appropriate number of vehicles to the

disposal facilities. The diagram of the MSW collection problem is shown Figure 1.

Problem Assumptions

The MSW collection problem is defined into five assumptions. First, this model

assumes that there is only one depot from which all vehicles start at the same time,

and return to the same depot eventually. Second, all of the vehicles start and end

their trips with an empty load. Third, all vehicles have the same capacity limit of

waste collection. Fourth, each of the collection points should be served once by one

vehicle which are homogeneous with the same capacity loads. Finally, the vehicles

may make multiple trips to collect the waste on their assigned route.

Parameters and Variables

In order to formulate a new mathematical model, sets, variable, and parameters

must be defined. The symbol description is shown as follows:
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Figure 1 The diagram of the MSW collection

Sets
G=Set of all the nodes in the network, G = {P, V }

V=Set of vehicles, {k|k = 1, 2, 3, ...,K}

P=Set of collection points, {i|i = 0, 1, 2, 3, ..., R}, 0 is the depot

S=Set of disposal facilities, {l|l = 1, 2, 3, ..., D}

M=Set of sub-paths, {n|n = 1, 2, 3, ..., N}

Decision Variables

The decision variables of the CVRP model, xijk, yij , z
l
nki, and f l

n are defined in

binary number of 0 or 1. Based on the details of four decision variables, the binary

number of decision variables is shown as follows:

xijk =

{

1; if vehicle k visits from point i to point j,

0; otherwise,

yij =

{

1; if vehicle k visits from point i,

0; otherwise,

zlnki =











1; if sub-path n of vehicle k unloads waste at disposal facility l,

includes point i served by vehicle k,

0; otherwise,

f l
n =

{

1; if sub-path n assigns to disposal facility l causing overload of facility l,

0; otherwise.

Parameters

Zijk=Carried load of vehicle k visits from point i to point j

Z=Maximal load capacity of the vehicle

gj=Waste collection demand at the collection point j

wl=Workload limit of the disposal facility l

dij=Transportation distance from point i to point j

Cv=Fixed costs per unit of vehicle

Cf=Fuel consumption costs per unit

Cc=Carbon emission costs per unit

µ=Fuel consumption rate when vehicle is at full load consumption rate

µ0=Fuel consumption rate when vehicle is empty

ρ=Conversion factor of carbon dioxide and fuel consumption

ω=Penalty cost of overload disposal facility per sub-path

Objectives Function

Vehicles’ Fixed Costs

This paper assumes that each vehicle has at least one driver and one crew. Thus,

the salaries costs for drivers and crews need to be considered in this method. CV F
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represents the vehicles’ fixed costs for the CVRV model, it is shown as Equation

(1).

CV F = Cv ·

K
∑

k=1

R+D
∑

i=0

R+D
∑

j=0

xijk (1)

Fuel Consumption Costs

Many factors are the causes of fuel consumption of the vehicle, such as, the road

condition, the vehicle characteristics, the running speed, etc. In this paper, CFC

represents the fuel consumption costs in the CVRV model. It can be calculated as

Equation (2).

CFC = Cf ·

K
∑

k=1

R+D
∑

i=0

R+D
∑

j=0

(

µ+
µ− µ0

Z
· Zijk

)

· dij · xijk (2)

Carbon Emission Costs

The amount of carbon dioxide from fuel consumption is calculated into the carbon

emissions of transportation. Therefore, CCE represents the carbon emissions costs

of the CVRP model. The carbon emissions costs can be calculated as Equation (3).

CCE = Cc · ρ ·

K
∑

k=1

R+D
∑

i=0

R+D
∑

j=0

N
∑

n=1

D
∑

l=1

(

µ+
µ− µ0

Z
· Zijk

)

· dij · xijk · Zl
nki (3)

Penalty Costs

The penalty costs are imposed on the disposal facility. A number of vehicles are

assigned to the disposal facility, while each facility has limitations related to the

capacity and the total number of collections. The processing capacity and penalty

costs are calculated as Equation (4).

CPC = Cc · ω ·

N
∑

n=1

D
∑

l=1

f l
n (4)

Mathematical model of the CVRP model

Based on the detailed analysis, the new mathematical model of the CVRP model

uses four optimization objectives with the constraints. The minimization of the

CVRP model is shown as follows:
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Min TC = Cv ·

K
∑

k=1

R+D
∑

i=0

R+D
∑

j=0

xijk

+ (Cf + Cc · ρ) ·

K
∑

k=1

R+D
∑

i=0

R+D
∑

j=0

N
∑

n=1

D
∑

l=1

(

µ+
µ− µ0

Z
· Zijk

)

· dij · xijk · Zl
nki

+ Cc · ω ·

N
∑

n=1

D
∑

l=1

f l
n (5)

Subject to:

R
∑

j=1

Z0jk = 0, ∀k ∈ V (6)

R
∑

j=1

Zijk ≤ Z, ∀k ∈ V (7)

K
∑

k=1

yik = 1, ∀i = 1, 2, 3, ..., R (8)

R
∑

i=0

K
∑

k=1

xijk = 1, ∀j = 1, 2, 3, ..., R (9)

R
∑

i=0

K
∑

k=1

Zijk −

R
∑

i=0

K
∑

k=1

Zijk = gj , ∀j = 1, 2, 3, ..., R (10)

xljk ≤ zlnki, ∀k ∈ V, ∀l ∈ S, ∀n ∈ M, ∀i, j = 1, 2, 3, ..., R+D (11)

R
∑

i=0

K
∑

k=1

xi0k = 1 (12)

dij ≤ dji, ∀i, j = 1, 2, 3, ..., R+D (13)

In Equation (5), the objective of the model is to minimize the management costs

of waste collection (Min TC = CV F +CFC +CCE +CPC). The goal of the model
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is to use four defined costs: fixed costs of vehicles, fuel consumption costs, carbon

emission costs, and penalty costs, respectively. The constraints of the objective

function are; first, in constraint (6), all vehicles start from depot without waste.

Second, in constraint (7), each vehicle cannot exceed its own load capacity. Third,

in constraints (8) and (9), each collecting points are served by one vehicle and all

points must be served. Fourth, in constraint (10), the vehicle must empty at the

collection point. Fifth, in constraint (11), when vehicle k visits the disposal facility

l for dumping. Sixth, in constraint (12), all vehicles return to the depot eventually.

And finally, in equation (13), the distance between two points are the same in both

directions.

Metaheuristic Methods

Focusing on economic, environment, and social benefits, this paper takes into con-

sideration carbon emissions generated from fuel consumption, and the penalty costs

which are derived from imbalanced trip assignments to the disposal facilities. Thus,

the objective function of the CVRP model is proposed to decrease management

costs which are the fixed costs of vehicles, fuel consumption costs, carbon emissions

costs, and penalty costs. In this paper, two metaheuristic techniques are used; a

new metaheuristic algorithm called an intelligence hybrid harmony search (IHHS)

algorithm is compared with standard harmony search (SHS) algorithm.

Standard Harmony Search

Standard Harmony Search (SHS) algorithm is a population-based metaheuristic

optimization. It is defined to represent the music improvisation where the musicians

improvise the harmony. An orchestra performance consists of a saxophone, a double

bass and a guitar. The music instruments can have a very high pitch range. For

example, the instrument pitch for saxophone is Do, Re, Mi, the double bass is Mi, Fa,

Sol, and the guitar is Sol, La, Si. If the saxophone is randomly chosen Re, the double

bass is randomly chosen Fa, and the guitar is La, respectively. If this new harmony is

better than old harmony (worst) in the harmony memory. Next, the worst harmony

will be replaced by the new harmony. Thus, the SHS algorithm has three options,

first, play any pitch from the memory, second, play something similar to others in

their memory, and finally, randomizing the notes. This algorithm is repeated until

a perfect harmony is found and until a stopping criterion for termination is reached

or the optimal solution is found. The SHS algorithm for optimal solutions is linked

with the analogy between the music improvisation and the optimization problem

in the part of the searching of a perfect state of harmony [25]. The concept of the

SHS algorithm is shown in Fig. 2. Below are the steps design of the SHS algorithm.

Step 1: Problem formulation

The SHS algorithm must be formulated into an optimization problem with the

objective function and constraint. The SHS algorithm searches the optimal solution.

The vector x = (x1, x2, ..., xn) that is maximized or minimized for the objective

function. If the decision variables have discrete values, the set of possible values

is given by xi ∈ Xi = {xi(1), xi(2), ..., xi(V )} where Vi is the number of different

values in the definition space for variable i. If the variables have continuous values,
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the set of possible values is given by xL
i ≤ xi ≤ xU

i where L is the lower bound and

U is the upper bound, respectively.

Step 2: Parameter setting

The parameters of the SHS algorithm must be set with values. The parameters

setting used in the SHS algorithm are harmony memory considering rate (HMCR),

pitch adjusting rate (PAR), harmony memory size (HMS), stopping criterion and

bandwidth (bw) that operate altogether with PAR in pitch adjustment. HMCR is

important to ensure that good solutions are considered as element of new solutions.

Therefore, in order to use the memory effectively, the value of HMCR should be in

between 0.7 and 0.95 (Yang, 2010). Given the limitation in exploration to a single

portion of the search space, a small value of PAR together with narrow value of

bw can cause the convergence of the SHS algorithm to be slow. However, a high

value of PAR can cause solutions to disperse around a few potential optimal as in

random search. Thus, the value of PAR is around 0.1 and 0.5 and the bw generally

bounded between 1% and 10% of all the range of variable values (Yang, 2010).

Step 3: Initialize the memory

To create the initial memory, several solutions are generated randomly and the

number of solutions should be at least equal to the HMS. The matrix of HM can

be described as the following matrix:

HM =













x1
1 x1

2 · · · x1
n | f(x1)

x2
1 x2

2 · · · x2
n | f(x2)

...
...

. . .
... |

...

xHMS
1 xHMS

2 · · · xHMS
n | f(xHMS)













,

where xj
i is a decision variable for i = 1, 2, 3, ..., n and j = 1, 2, 3, ..., HMS and

f(xj) is fitness function or objective function of the problem for j = 1, 2, 3, ..., HMS.

Step 4: Improvisation

The process of improvisation in SHS algorithm has three processes. The first

process is random selection, when SHS determine the new solution xnew, it randomly

chooses a value from the range of all possible values xL
i ≤ xi ≤ xU

i with a probability

(1 − HMCR). The second process is memory consideration, when the probability

equals to HMCR, the new solution, xnew is chosen randomly from the HM. The

random number may be calculated using a uniform distribution U(0, 1). The final

process is pitch adjustment, after the value of new solution has been randomly

chosen from the HM, it may be adjusted to neighbouring values with probability

PAR. For discrete variable, xnew = xi(k+n) where n ∈ {−1, 1} and k is the position

of a chosen solution in HM. For continuous variable, the new solution vector will

be xnew = xi +△ where △ = U(−1, 1)× bw(i).

Step 5: Memory update

If the new solution, xnew is better than the worst solution in HM in terms of the

objective function value, the new solution will replace the worst solution. The HM

will be updated and sorted according to the value of the objective function.

Step 6: Termination
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Figure 2 Analogy between music improvisation and optimization problem (Geem et al., 2001)

If the SHS algorithm meets the stopping criterion such as the maximum iteration

or maximum execution time, the process will be terminated.

A new metaheuristic algorithm

In this paper, a new metaheuristic algorithm to solve the problem is an intelli-

gence hybrid harmony search (IHHS) algorithm, it is proposed and described in the

following steps.

Step 1: Problem formulation

The CVRP model with one depot, R is the collection point, D is the disposal

facilities, and N is the sub-paths consists of 2R+N +1 dimensional. We focuses on

four parts: collection points, depot, disposal facilities, and encodings of sub-paths.

The creation of the first new process of IHHS algorithm is called Inteligent-1, it

defines encoding of sub-path, and R is direction. The m is the minimum number of

sub-path. The value of each direction of the sub-path number to each collection point

is randomly selected from the natural number of 1 to n. The creation of the second

new process of IHHS algorithm is called Inteligent-2, it defines the encoding of the

collection point, that is also defines R directions. The value of directions represent

the order of all collection points in each sub-path and is randomly chosen from

1 to R (natural number). There is one correlation in Inteligent-1 and Inteligent-

2, the collection points in Inteligent-2 corresponding to the directions have the

same value as to the Inteligent-1. However, while the sub-path is calculated by the

total demand divided by the vehicle capacity, still, the load of the vehicle have the

capacity limitation. Thus, if the load of the sub-path exceed the vehicle capacity

limit, a new sub-path appears and the remaining collection points will be moved

to the new sub-path. Next, the number of sub-path will be added up to a new N .

Inteligent-3 is encoding of disposal facility, that defines R directions. The value of

each direction is represented in the initial disposal facility corresponding to each sub-

path which is randomly selected from R+1 to R+D (natural number). Inteligent-4

is encoding of the depot, that is defined only one direction. Hence, all vehicles start

from the same depot, encode the one depot as R+D+1 (natural number). Finally,

the total length of coding is 2R+N +1. For one depot capacity limit, the collection

points are clustered. The assigned vehicle visits from point i to point j and the

distance is calculated using the Euclidean distance formula.

Step 2: Parameter setting

In IHHS algorithm, the parameter used in solving the CVRP model and the HM

is presenting the population of the solutions. The HMS is setting to 300, that is

presenting the size of the solutions in that population. The new HMS for IHHS

algorithm is using 20 as the size of the newly generated solutions. The HMCR is

setting to 0.83, and the PAR is setting to 0.25, respectively.

Step 3: Initialize the memory

All the solution vectors in the population randomly create the initial HM, and the

number of solutions are equal to HMS. In IHHS algorithm, we implemented algo-

rithm to generate a solution vector in the initial population. The steps of initialize
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the memory for IHHS algorithm are described as follows, step 1: When all vehicles

start at one depot with the calculated saving, all vehicle visit collection points, visit

disposal facility, and visit the depot again. Step 2: Sort the saving in descending

order. Step 3: Start to merge the route for the most saving, the following process

should be fulfilled to merge the route, and two nodes can be combined into a same

route if the total demand does not exceed the vehicle limit capacity.

Step 4: Improvisation

The several solutions of the IHHS algorithm are produced to create a new HM. The

size of the new HM is less than the HMS. The following processes are conducted:

The first process of improvisation is called random selection. The new solution

vector is randomly produced to the permutation of the set collection points with

probability of (1-HMCR). Next, second process of improvisation is called memory

consideration. The roulette wheel selection is used to select the new solution vector

xnew in the HM, that is compared to a probability with equals to HMCR. The

absolute fitness values of any solution compared to the absolute fitness values of

other solution in HM. The selection probability pi and cumulative probability qj
for the solution i and j is calculated by Equation (14) and (15),

pi =
TCi

∑HMS

i=1
TCi

, (14)

qj =

j
∑

i=1

pi, (15)

where, TCi is the objective function of the CVRP model. The selection of solution

is generated by the random number of 0 and 1. If the random number is within the

range of qj and qj+1 for the cumulative probability, the solution j+1 is chosen as the

next solution. In optimization problem, the formulation of calculation pi is different

and the fitness values in the HM are sorted. Next, the fitness function should be

inverted into 1/TCi. Next, the process of improvisation is called pitch adjustment.

The first of new solution is produced, the adjustment of neighbouring structure in

a form of local optimization is applied to enhance the exploration and exploitation

capabilities of the algorithm. In IHHS algorithm, the local optimization of swapping,

insertion and relocation are used based on the values of PAR. All vehicles start from

the depot to the collection point, then to disposal facility, and return to depot. There

are two techniques for swapping which are the swapping of two collection points

within the depot and between the disposal facilities. For relocation, a collection

point will be relocated from one depot to another disposal facility.

Step 5: Memory update In IHHS algorithm, the HM and new HM are combined

and sorted according to the value of the objective function for CVRP model. Then,

the best solutions with the size of HMS are stored, and are used for the next

iteration.

Step 6: Termination

The final step of the IHHS algorithm is setting iterations for stopping criteria.
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Table 1 The decoding example and the solution representation

Decoding example
Part 1 1 1 3 2 3 2 1 1 4 2
Part 2 3 6 5 1 8 4 2 10 7 9
Part 3 11 13 11 12
Part 4 15

Solution representation for vehicle routes
Solution 1 15 → 3 → 6 → 2 → 10 → 11 → 15
Solution 2 15 → 1 → 4 → 9 → 13 → 15
Solution 3 15 → 5 → 8 → 11 → 15
Solution 4 15 → 7 → 12 → 15

Table 2 The data of the CVRP model

Instance Collection Point Disposal Facility Vehicle Workload Limit Capacity
p01 50 3 16 4 80
p03 70 4 15 3 140
p06 100 2 18 6 100
p07 100 3 16 5 100
p15 160 3 20 5 60

Experimental Results and Discussion

The proposed CVRP model and the metaheuristics optimization are verified

by testing benchmark data with difference sizes of collection points and dis-

posal facilities. In this paper, all of datasets are derived from the VRP Web

(http://www.bernabe.dorronsoro.es/vrp/). The work station used for carrying out

the result is equipped with 3.00 GHz of processor, 4.00 GB of RAM, 64-bit oper-

ating system, x-64 based processor of system type and the system used Microsoft

Windows 10. The program that is used in this research is MATLAB R2019b which

is software for numerical computation.

The experimental design of the CVRP model

The benchmark datasets of CVRP model, ten collection points are defined into

number 1 to 4, four disposal facilities are defined as number 11 to 14, and one

depot is defined as number 15. Therefore, the sub-path number is N = 4 and is

part 1 to 4. The example and the solution for the problem are shown in Table 1.

In this paper, the first start is the depot, and the other stops are affirmed as

disposal facilities. Five instances of routes are chosen. Each instance contains the

number of collection points, one depot, disposal facilities, number of vehicles with

the capacity, and workload limit of each disposal facility. The workload limit means

the upper limit of sub-paths for each disposal facility and each disposal facility has

the same limit. The number of vehicles remains the same as in the initial instance.

We used one depot for all the test instances while the data of the test instances are

used in the CVRP model as shown in Table 2.

Table 3 shows the computational results of SHS and IHHS algorithm including

the number of sub-paths and distances. The optimization rate was also calculated

to highlight the performance of IHHS algorithm.

One can obviously see that the number of sub-paths and the distance calculated

by IHHS algorithm is better compared with the results of the SHS. The proposed

IHHS algorithm has a great performance in improving the quality of solutions.
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Table 3 Computational results of the SHS and IHHS algorithm

Instance SHS IHHS Optimization
———————— ———————— Rate (%)

Sub-Paths Distance Sub-Paths Distance
(Number) (km) (Number) (km)

p01 14 1517.27 12 1176.15 22.48%
p03 13 1873.85 12 1370.19 26.88%
p06 19 2941.09 18 2446.36 16.82%
p07 18 2702.15 18 2197.23 18.69%
p15 18 14,377.75 17 11,529.18 19.81%

Average = 20.94%

Table 4 Positions and information for MSW collection

Depot X Coordinate Y Coordinate
1 30 40

Disposal Facilities X Coordinate Y Coordinate
1 20 20
2 50 30
3 60 50
4 36 16
5 42 57
6 8 52

The initial number of disposal facilities in the test instance p01 is too small to be

tested. Thus, other three positions from collection points are chosen to be the new

disposal facilities. Therefore, the numbers of disposal facilities and collection points

change from the original 3 and 50 to 6 and 47, respectively. The process determined

positions of the disposal facilities, the information about depot, and the position

of the depot. Next, setting the number of vehicles (16 vehicles), and the maximal

load capacity of the vehicle (80 maximal weight/t) are shown in Table 4. To show

the improvement in realistic scenario, the dataset p01 is set for 5 working days in

a week and waste loads are in correspondence with the original data of p01. For

illustration, the Monday positions and waste loads of collection points are shown in

Table 5.

In order to obtain the results, a number is given as the limit for each disposal

facility. The given number is greater or equal to the average number of sub-paths

that is assigned to each disposal facility. The proposed algorithm is then set for 5

working days in a week. If a facility is assigned over limit collection trips, the given

limit is decreased. Table 6 presents the upper limits for all 6 disposal facilities,

where Wl represents the given limit for disposal facility l.

The parameters related to the CVRP model of the IHHS algorithm, the fixed costs

of vehicle per unit Cv is 46.30 USD, the costs of fuel consumption per unit Cf is 1.08

USD/L, the costs of carbon emission per unit Cc is 0.09 USD/kg, fuel consumption

rate when vehicle is full load consumption rate µ is 0.38 L/km, fuel consumption

rate when vehicle is empty µ0 is 0.17 L/km, conversion factor for carbon dioxide

and fuel consumption ρ is 2.32 kg/L, and the penalty value ω is set to half of the

fixed costs of vehicle per unit which is 23.15 USD.

The experimental results of the CVRP model

The minimization of economic costs, carbon emissions, and penalty costs were in-

cluded in to the experiment of the CVRP model. In addition, sampling variance is
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Table 5 Position and waste load on Monday

CollectionPoints 1 2 3 4 5 6 7 8 9 10
X 37 49 52 20 40 21 17 31 52 51
Y 52 49 64 26 30 47 63 62 33 21

Waste Load/t 7 30 16 9 21 15 19 23 11 5
CollectionPoints 11 12 13 14 15 16 17 18 19 20

X 42 31 5 12 52 27 17 13 57 62
Y 41 32 25 42 41 23 33 13 58 42

Waste Load/t 19 29 23 21 15 3 41 9 28 8
CollectionPoints 21 22 23 24 25 26 27 28 29 30

X 16 7 27 30 43 58 58 37 38 46
Y 57 38 68 48 67 48 27 69 46 10

Waste Load/t 16 28 7 15 14 6 19 11 12 23
CollectionPoints 31 32 33 34 35 36 37 38 39 40

X 61 62 63 32 45 59 5 10 21 5
Y 33 63 69 22 35 15 6 17 10 64

Waste Load/t 26 17 6 9 15 14 7 27 13 11
CollectionPoints 41 42 43 44 45 46 47

X 30 39 32 25 25 48 56
Y 15 10 39 32 55 28 37

Waste Load/t 16 10 5 25 17 18 10

Table 6 Upper limits for disposal facilities

Day Upper Limits for Number of Sub-Paths
W1 W2 W3 W4 W5 W6

Monday 2 2 2 2 2 2
Tuesday 2 2 2 2 2 2

Wednesday 3 3 3 3 3 3
Thursday 3 3 3 3 3 3
Friday 4 4 4 4 4 4

Table 7 Results of the SHS algorithm

Day Sub-Paths Distance Carbon Operational Sub-Path of Disposal Facilities Sampling
(km) Emissions Costs ———————————— variance

(kg) (USD) S1 S2 S3 S4 S5 S6

Monday 12 1136.57 398.42 909.42 2 2 2 2 2 2 2.01
Tuesday 13 1118.68 398.54 955.95 2 3 2 2 2 2 2.98

Wednesday 15 1207.65 418.59 1066.53 3 3 1 2 3 3 2.31
Thursday 18 1354.07 474.83 1162.68 3 3 3 3 3 3 3.31
Friday 21 1368.75 453.57 1143.84 4 4 3 2 4 4 2.71

Table 8 Results of the IHHS algorithm

Day Sub-Paths Distance Carbon Operational Sub-Path of Disposal Facilities Sampling
(km) Emissions Costs ———————————— variance

(kg) (USD) S1 S2 S3 S4 S5 S6

Monday 12 1023.52 351.48 867.90 3 4 0 1 2 2 0.00
Tuesday 13 1039.37 364.45 925.80 4 3 0 1 4 1 0.17

Wednesday 15 1105.72 372.02 1025.24 4 4 0 2 3 2 0.70
Thursday 18 1222.07 421.24 1115.26 4 5 0 2 3 4 0.00
Friday 21 1291.01 425.21 1118.48 5 5 2 1 4 4 0.70

assigned to each disposal facility to observe the effectiveness of balancing. There-

fore, a balanced schedule with the smallest sampling variance is preferred, even with

slightly higher costs. The detailed results of two metaheuristic algorithms for the

CVRP model from Monday to Friday are presented in Tables 7-8.
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Table 9 Detailed collection routes of the IHHS algorithm for the CVRP model

Day Collection Routes form Monday to Friday

Monday 6 → 17 → 4 → S1, 42 → 39 → 37 → 18 → S1,
16 → 34 → 12 → 5 → 46 → S2, 3 → 19 → 47 → 27 → 10 → S2,

33 → 32 → 20 → 31 → 9 → S3, 24 → 2 → S3,
43 → 35 → 11 → 29 → 1 → S4, 44 → 41 → 30 → 36 → S4,

15 → 26 → 25 → 28 → 23 → 8 → S5, 22 → 14 → S5,
13 → 38 → S6, 45 → 21 → 7 → 40 → S6,

Tuesday 44 → 17 → S1, 13 → 38 → S1,
5 → 46 → S2, 1 → 34 → 10 → 36 → 27 → 9 → S2,
33 → 32 → 26 → 31 → S3, 6 → 45 → 8 → 28 → S3,
19 → S3, 12 → 42 → 30 → S4, 14 → 22 → 4 → S4,

35 → 47 → 15 → 2 → S5, 43 → 11 → 29 → 3 → 25 → S5,
16 → 41 → S6, 39 → 37 → 18 → S6,

24 → 23 → 7 → 21 → 40 → S6,
Wednesday 5 → S1, 22 → 13 → 18 → S1, 12 → 34 → 16 → 4 → S1,

20 → 31 → 27 → S2, 35 → 15 → 47 → S2,
36 → 10 → 46 → 9 → S2, 24 → 8 → 23 → 28 → S3,

39 → S3, 37 → 38 → S4, 30 → 42 → 41 → S4,
32 → 33 → 3 → 25 → S5, 14 → 6 → 21 → S5,

19 → 26 → 2 → S5, 45 → 7 → 40 → S6,
43 → 11 → 29 → 1 → S6, 44 → 17 → S6

Thursday 22 → S1, 14 → S1, 41 → 39 → 18 → S1, → 4 → S1

12 → 16 → 46 → S2, 11 → 35 → 9 → S2,
36 → 10 → 31 → S2, 19 → 32 → 33 → S3,

45 → S3, 23 → 28 → S3, 5 → 47 → 26 → 20 → S3,
43 → 34 → 30 → 42 → S4, 15 → 27 → S4,

2 → 1 → S4, 7 → 40 → S5, 6 → S5

29 → 3 → 25→ S5, 44 → 17 → S6

13 → 37 → 38 → S6, 24 → 8 → 21 → S6

Friday 39 → 41 → 34 → 16 → S1, → 17 → S1, → 13 → 38 → S1,
37 → 18 → S1, 10 → 46 → 5 → S2, 30 → 42 → 36 → S2

27 → S2, 47 → 31 → 9 → S2, 20 → 19 → S3, 15 → 26 → S3,
32 → 33 → 3 → S3, 43 → 24 → 1 → S4, 4 → 12 → S4, 2 → S5

25 → 28 → S5, 11 → 29 → 35 → S5,
40 → S5, 44 → 6 → S6, 22 → 14 → S6

21 → 7 → S6, 45 → 23 → 8 →S6

From the detailed results in Tables 7-8, we can observe the following: First, when

minimized penalty costs are added to the objective function in CVRP model, the

distance of vehicles (km), carbon emissions (kg), and operational costs (USD) are

less than the values for SHS algorithm every single day. Therefore, the values of

sampling variance obtained by CVRP model for the IHHS algorithm are smaller

than the values for SHS algorithm. If the sampling variance is very small, it means

that the solution obtain is good. After accumulating from Monday to Friday, the

sampling variance for the IHHS algorithm are smaller than the values for SHS algo-

rithm. The sampling variance of the IHHS algorithm and the best known solution

are less in all problems. The best detailed collection routes of the IHHS algorithm

for the CVRP model from Monday to Friday is presented in Tables 9.

Conclusions

This research focuses in optimising the MSW collection problem in the CVRP

model. The objective is to minimize economic costs, carbon emissions, and penalty
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costs by two metaheuristic techniques which are SHS and IHHS algorithms. The

workstation used for carrying out the result is equipped with MATLAB. The re-

search compares the result of performances to find the best choice in developing

the management model. The result shows that the IHHS algorithm can obtain

the global optimal solution, has a faster convergence and can minimize the total

objective function for the CVRP model. In the future work, it will be useful to

improve metaheuristic optimization for the fast computing and defining parameter

optimization for a new set of the MSW collection problem.

Appendix
MSW: Municipal Solid Waste

VRP: Vehicle Routing Problem

CVRP: Capacitated Vehicle Routing Problem

SHS Standard Harmony Search

IHHS: Intelligence Hybrid Harmony Search
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Figures

Figure 1

The diagram of the MSW collection



Figure 2

Analogy between music improvisation and optimization problem (Geem et al., 2001)


