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Abstract

Because of the disasters associated with slope failure, the analysis and forecasting of slope stability for geotechnical engineers are crucial. In this work, in order to forecast the factor of safety (FOS) of the slopes, six machine learning (ML) techniques of Gaussian process regression (GPR), support vector regression (SVR), decision trees (DT), long-short term memory (LSTM), deep neural networks (DNN), and K-nearest neighbors (KNN) were performed. A total of 327 slope cases in Iran with various geometric and shear strength parameters analyzed by PLAXIS software to evaluate their FOS, were employed in the models. The K-fold (K=5) cross-validation (CV) method was applied to evaluate the performance of models’ prediction. Finally, all the models produced acceptable results and almost close to each other. However, the GPR model with $R^2 = 0.8139$, RMSE = 0.160893, and MAPE = 7.209772%, was the most accurate model to predict slope stability. Also, the backward selection method was applied to evaluate the contribution of each parameter in the prediction problem. The results showed that all the features considered in this study have significant contributions to slope stability. However, features $\phi$ (friction angle) and $\gamma$ (unit weight) were the most effective and least effective parameters on slope stability, respectively.
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1. Introduction

In geotechnical engineering, the analysis of slope stability is of importance. Economics has developed over time and, with that progress, the number of slopes is growing. As a result, landslides affected by slope instability have been among the three most catastrophic natural disasters in the world, besides volcanoes and earthquakes. In order to minimize or avoid landslide failure, it is significant to understand the importance of slope stability analysis. It is complicated to anticipate the stability of slopes due to the complexity of them because they are not dependent on specified data or a single parameter, but they are mostly dependent on a variety of variables, such as slope angle, slope height, soil properties, and seasonally changing soil water content (Sakellariou and Ferentinou 2005; Duncan 2000; Suman et al. 2016).

While there is still much to be done to predict and evaluate slope stability, considerable research has been performed across several parts of the world. Several useful models have been implemented in the previous studies by different researchers to analyze and predict slopes’ failures (Lin et al. 2018). These approaches can be categorized into four groups including qualitative analysis (Bye and Bell 2001; Trivedi et al. 2012), quantitative analysis (Thiebes et al. 2013; Thiebes et al. 2014), physical simulation (He et al. 2012; Kim et al. 2016; Sarkar et al. 2012), and field monitoring analysis (Pirone et al. 2015). These researchers have done a remarkable job of tackling slope stability. However, the
problem is that the techniques they built are not optimal and only give specific solutions for certain slopes. These models are not suitable to solve all slope stability problems completely because of several drawbacks (Lin et al. 2018):

a) The methods used are not really appropriate because of the shortcomings. For instance, the limit equilibrium method cannot consider the constitutive relationship of soil, and it needs to search for the most dangerous sliding surface. Besides, the analysis is complicated for multi-layer soils. Therefore, this approach does not accurately elucidate the proper safety and reliability during the stability slopes analysis.

b) The safety factor is not clearly defined. In general, slopes with a factor of safety (FOS) of greater than 1.20 are safe. In spite of this, there have been failed slopes with the FOS greater than 1.2 in real engineering.

c) These methods are affected by human subjective factors.

In recent years, artificial intelligence and soft computing models have been broadly applied in geotechnical applications, e.g., tunnel resources (Mahmoodzadeh and Zare 2016; Mahmoodzadeh et al. 2019; Mahmoodzadeh et al. 2020a; Mahmoodzadeh et al. 2020b; Mahmoodzadeh et al. 2021a), mechanical property (Liu et al. 2013; Liu et al. 2015), tunnel surface settlement (Mahmoodzadeh et al. 2020c), landslide displacement (Youssef et al. 2016), rock bursts (Zhou et al. 2016), tunnel geomechanical properties (Mahmoodzadeh et al. 2021b; Mahmoodzadeh et al. 2021c), sidewall displacement of underground caverns (Mahmoodzadeh et al. 2021d).

In the meantime, several supervised learning approaches have recently been available for slope stability computation. These methods have shown remarkable results (Lin et al., 2018). For instance, Lu and Rosenbaum (2003) were able to merge artificial neural networks and the gray system approach for analyzing the stability of slopes based on the acquired situations’ geotechnical characteristics and historical behavior. Artificial neural networks (ANN) were implemented by Wang et al. (2005) and Das et al. (2011) in order for the stability analyses of slopes. Zhao et al. (2012) investigated the correlation between slope stability and its effect parameters using the relevance vector machine. Liu et al. (2014) evaluated 97 cases using the extreme learning machine method to assess slope stability. Furthermore, through 168 situations, Hoang and Pham (2016) have implemented metaheuristic optimize least squares support vector regression for slope analysis.

Manouchehrian et al. (2014) developed a genetic algorithm to attempt to anticipate the FOS for slopes and have shown that this model is reasonably straightforward and efficient. Xue et al. (2014) suggested particle swarm optimization (PSO) for picking the necessary factors for the support vector machines (SVM) model. The outcomes revealed that the combination of SVM and PSO models is an effective analysis method for predicting slopes’ stability. Li et al. (2013) and Samui (2008) similarly evaluated slopes’ stability based on SVM and achieved valuable outcomes. In addition, Li et al. (2013) and Samui (2008) have projected slope stability using SVM and gained great outcomes. Wen and Zhang (2014) gathered data from various situations, and 30 of them utilized the testing dataset for training a Random Forest (RF) model that predicts slope stability. The remaining 12 data sets were used to assess the qualified prediction models’ efficiency and noticed that testing the model enhanced its efficiency. Khajehzadeh et al. (2012) and Raihan et al. (2013) used a gravitational search algorithm (GSA) to solve global optimization problems and minimize the FOS in the study of slope stability. Shi et al. (2010) trained the Bayes model with the gathered data of slope situations and observed that the estimation outcomes were precisely the same as the real situations. The model may be used to accurately evaluate slope stability, achieving high predictive performance and low misclassification with a low error rate.

The mentioned intelligent models explain slopes’ failures, but they are not adequate to solve them entirely. A particular technique could be suitable for some situations but not appropriate for others, and no distinction between intelligent modeling approaches has been observed in the prediction of slope stabilities. Therefore, the models’
credibility and precision are not well established. Furthermore, cross-validation (CV) is an efficient and accurate approach to confirm the models' prediction performance (Lin et al. 2018). It is crucial to recommend CV for accuracy verification of optimized models.

In this work, six machine learning (ML) methods were used to forecast the slopes' FOS: Gaussian process regression (GPR), support vector regression (SVR), decision trees (DT), long-short term memory (LSTM), deep neural networks (DNN), and K-nearest neighbors (KNN). PLAXIS software is used to measure the FOS of 327 slope cases in Iran, using input parameters such as unit weight ($\gamma$), cohesion ($c$), friction angle ($\phi$), slope angle ($\alpha$), slope height (H), and pore pressure ratio ($r_u$). These datasets are employed in the prediction models. The prediction output of the models is evaluated using the K-fold (K=5) CV process.

The analyzed FOSs using PLAXIS software are compared to the forecasting values made by the ML models. Finally, the best prediction model has been specified. Also, in order to show the effect of each of the input parameters on the SOF of a slope, the backward selection method is used. In this way, the most important parameters affecting the stability of slopes are identified. Fig. 1 presents the complete flowchart of the analysis.

2. Database and statistical analysis

In Fig. 2, a slope's geometry and the effective parameters on slopes' stability are shown. It should be noted that, in this study, the external factors generating the failure, such as earthquake effects and other human-made factors, have not been considered.

In Table 1, various studies were performed to predict the circular mode of slope stability utilizing soft computational methods are presented. In most of these studies, six factors of $\gamma$, $c$, $\phi$, $\alpha$, H, and $r_u$ have been considered effective slope stability factors. Therefore, according to the literature and data availability, these six factors are considered in this study.

In order to evaluate the efficiency of the prediction models applied in this work for slope stability, a database including 344 slope cases analyzed for circular failure mechanisms was employed. Circular failure is a prevalent type of failure of slopes in soil and more fractured rock areas. To determine the value of FOS, all the slopes were studied using the finite element software of PLAXIS. These analytical outcomes are compared with the prediction results of the ML models.

In this study, data analyses of bivariate correlation and basic descriptive statics are used so that a deeper understanding of the database employed can be achieved. From the statistical point of view, when the training dataset factors are in larger variance ranges, a more applied predictive model can be developed. Also, in the developed model, the dependent variable(s) are generally predicted by interpolating the dataset. Thus, it is crucial to define an effective range of variance for the independent variable(s). Hence, to define the variance set of the parameters, simple descriptive statistical analysis is performed on the database (Manouchehrian et al. 2014). Such a common statistical tool as boxplot is used for presenting groups of datasets via their five-number summaries containing: the lower whisker, lower quartile, median, upper quartile, and upper whisker. This boxplot can also detect any available outlier in the dataset. For each parameter in the initial dataset, the boxplots are presented in Fig. 3. For each correlation, the tops of the box (25 percentage) and the bottoms of the box (75 percentage) are elucidated. There are interquartile ranges which are the spaces between the bottoms and tops. The sample median is the line that runs through the center of each box. For three boxplots of $\gamma$ and $c$, the median is roughly in the middle of the box, while the others are not, indicating sample skewness.

The whiskers are defined by the continuation of lines above and below the boxes. The whiskers are spread from the inter-quartile range's ends to the whisker range's farthest data. Referring to Fig. 3, it can be observed that the length
linking the higher whisker and the higher quartile differs from the distance between the lower whisker and the lower quartile for $H$, $c$, and $r$ factors; however, these distances are roughly the same for $\gamma$, $\phi$, and $\alpha$ factors. In addition, it also illustrated the allocation of the data. Beyond the whisker length, there are outliers, which are the other observations. Several outlying findings are presented in the $H$ and $c$ parameters, as depicted in Fig. 3. To minimize the chance of misleading for statistical interpretations derived from datasets including outliers, for much more investigations, 55 outliers need to be deducted from the dataset. The medians of the $c$ and the $\gamma$ are around 10 kN/m$^2$ and 20 kN/m$^3$, respectively. As per the study of Liu et al. (2014), Zhang et al. (2014), and Lin et al. (2018), it could be acquired that these slopes are mostly soil slopes or heavily fractured rock. The very large values of cohesion, which are outlier cases, are perhaps for rock slopes. The outcome of Zhang et al. (2014) study explained that the improvements in models' performance could be achieved with the removal of these cases. Therefore, these outliers (17 slope cases) should be eliminated, and 327 slope cases remained. Table 2 shows the outcomes of the simple descriptive statistical analysis achieved of the reducing datasets.

For the 327 datasets considered in this study, there are two slope stability modes of failure (168 cases) and stable (159 cases). The two modes of slope stability cases employed in this research are relatively balanced, as shown in Fig. 4.

In the soft computing problems, to assess their general efficiency, prediction models' performance is necessary to be verified on new datasets. Therefore, the entire dataset could be subdivided into two training and testing sets. The prediction model is trained, and the hyper-parameters are tuned using the training datasets. The testing datasets are utilized separately to measure the overall efficiency of the prediction of models.

This article applies the K-fold CV (K=5) method to classify the database into two groups: training and testing. The work method is such that whole datasets are divided into five equal categories so that each time one category is used as training sets, and the other four categories are used as testing sets. In the K-fold CV method, all data will be experienced in both training and testing sets. Therefore, using this method will give more credibility to the predicted results. Furthermore, all the datasets were normalized before modeling in the ranges [-1, 1] in order to eliminate variations in input and output parameters. However, standardization of the dataset is not efficient, and the results are unfavorable due to an excessive distribution of the data.

Some statistical indices, such as coefficient of determination ($R^2$), root mean square error (RMSE) and mean absolute percentage error (MAPE), are used to determine the models' precision. The following formulas are used for calculating these indices (Eqs. 1-4).

$$R^2 = 1 - \frac{\text{sum squared regression (SSR)}}{\text{sum of squares total (SST)}}$$  \hspace{1cm} (1)

$$\text{MAE} = \left(\frac{1}{n}\right)\sum_{i=1}^{n} |y_i - y'_i|$$ \hspace{1cm} (2)

$$\text{RMSE} = \sqrt{\left(\frac{1}{n}\right)\sum_{i=1}^{n} (y_i - y'_i)^2}$$ \hspace{1cm} (3)

$$\text{MAPE} = \frac{1}{n}\sum_{i=1}^{n} \left|\frac{y_i - y'_i}{y_i}\right| \times 100\%$$ \hspace{1cm} (4)
where $y_i$ is the real value, $y'_i$ is the forecasted value, $\bar{y}_i$ is the mean of $y_i$, $\bar{y}'_i$ is the mean of $y'_i$, and $n$ is the number of test datasets.

3. ML prediction models of slope stability and results analysis

Despite the merits of various ML approaches, according to the No-Free-Lunch (NFL) theorem, there is no ML model to solve all engineering problems as the best method successfully. Therefore, researchers have tried to evaluate the efficiency of various ML approaches for solving various optimization. (LSTM), (DNN), (KNN), (GPR), (SVR), and (DT) are six separate ML and deep learning (DL) models with different features and capabilities that we use as NFL theorem. However, the key features of the aforementioned models, which motivate us to use them, is as follows:

- **Regression Analysis**

  Regression analysis is a statistical technique for predicting a continuous target variable from one or more independent variables. Rather than variables that have been modified by experimentation, regression analysis is typically used for naturally occurring variables. There are several different forms of regression, so how do we select the one to use once we have chosen to use regression analysis?

  **We chose GPR because:**

  - GPR directly captures the model uncertainty. In regression, for example, GPR provides a distribution for the prediction value rather than a single value as the prediction. In neural networks, this ambiguity is not explicitly captured.

  - By choosing different kernel functions, we can add prior knowledge and requirements about the shape of the model while using GPR. For example, based on the answers to the following questions, we may choose different priors. Is the model smooth? Is it sparse? Should it be able to change drastically? Should it be differentiable? This capability gives researchers flexible models, which can be fitted to various kinds of datasets.

  **We chose SVR because:**

  The use of kernels, sparse solutions, and Vapnik-Chervonenkis (VC) regulation of the margin and number of support vectors distinguish SVR. One of the key benefits of SVR is that its computational complexity is independent of the input space's dimensionality. It performs lower computation compared to other regression techniques. It also has good generalization, high prediction precision, and is resistant to outliers.

  **We chose DT because:**

  DTs are a form of supervision learning algorithm that partitions the sample multiple times based on specific questions about the sample. For prediction problems, these can play a significant role. They are relatively simple to comprehend and very operative. DTs reflect a series of decisions with varying chances of occurring. Through the use of this technique, the identification of the most substantial variables and the relation between two or more variables can be provided. In our problem, we have various variables, which are related to each other, so we select DT as one of comparing models. In other words, a decision tree has the advantage of forcing the analysis of all possible outcomes and tracing each direction to a conclusion. It performs a thorough analysis of the implications of each branch and defines the required decision nodes.

  **Key advantages:**

  - There is no need to preprocess the data.

  - Data distribution assumptions are not required.

  - It can effectively handle collinearity.
- The prediction in a comprehensible manner can be obtained in DT.

- **We chose KNN because:**

  In this paper, KNN were used as a non-parametric approach for prediction. It is one of the easiest ML approaches that have been recently applied. It is a model of slow learning with local approximation. We use this model, considering the following terms:

  The key Advantages:

  - It is a straightforward machine learning model and easy to use.
  - It can tune only a few hyperparameters.

  Hyperparameters:

  - There are two main hyperparameters in KNN: K value & distance function.
  - K value: the number of neighbors to include in the KNN algorithm. The value of k should be adjusted according to the validation error.
  - Distance function: The most commonly used similarity function is Euclidean distance. There are several alternatives including the Manhattan distance, Hamming distance, and Minkowski distance.

  Assumptions:

  - A clear understanding of the input domain is required.
  - A sample size should feasibly be moderate (due to space and time constraints).
  - Prior to training, outliers and collinearity should be tackled.

  Comparison with other models:

  - The main difference between KNN and other models is that KNN needs a lot of real-time computation.

- **We chose DNN because:**

  The substantial advantage of DNN over its predecessor is that it automatically identifies essential features without the need for human intervention. In this case, we have no idea about the dependency of feature; therefore, we use DNN as one of the comparators to decrease the dimensionality of datasets and see the effects of the automatic dimensionality reduction in the results.

- **We chose LSTM because:**

  The data of our problem has a time dependency feature. i.e., the variables are dependent on each other in terms of time. Therefore, we decide to use RNN-based models to consider this time dependency. When we switch from RNN to LSTM (Long Short-Term Memory), we introduce ever more control knobs that regulate the flow and mixing of inputs according to qualified Weights. As a result, LSTM provides us with the most control and, consequently, better results. However, this leads to an increase in complexity and operating costs. Consequently, in order to obtain the best accuracy, we choose LSTM as a replacement for conventional RNN.

  It is very significant to comprehend the data so that the right algorithm for the right problem can be chosen. In some algorithms, only small sample sets are required, while others can work with tons and tons of samples. Some certain algorithms desire numerical input while others work with categorial. Because our datasets are large, we propose work with the LSTM Algorithm.

  In the analysis of slope stability, GPR, SVR, and DT modeling are applied using MATLAB Software 2018. The LSTM, DNN, and KNN algorithms are introduced in Anaconda version 3.6, and it a free, open-source application for scientific
computation in Python and R, which aims at simplifying package management and execution. These six predictive models have been introduced to determine the best predictive model for slope stability. In the following subsections, details on the ML prediction models and their prediction results are presented.

### 3.1 GPR

A Gaussian procedure (GP) is a gathering $\mathbf{F}$ of arbitrary factors $F_{x_1}, F_{x_2}, \ldots$ for which any finite subset of the factors has a joint multivariate Gaussian conveyance. Components $x$ of a set $X$ is used to list the variables. For any finite length vector of lists $x = [x_1, x_2, \ldots, x_n]^T$, we have a comparing vector $F_x = [F_{x_1}, F_{x_2}, \ldots, F_{x_n}]^T$ of factors that has a multivariate Gaussian (or ordinary) distribution (Eq. 5) (Mahmoodzadeh et al., 2020a):

$$F_x \sim N\{\mu(x), k(x, x)\}$$

(5)

where the components of $\mu(x)$ are given by an earlier mean ability $\mu(x_i)$, and $k$ is the portion work. The portion uses two files $x_i$ and $x_j$ that provides the covariance between their comparing factors $F_{x_i}$ and $F_{x_j}$. Given vectors of lists $x_i$ and $x_j$, $k$ returns the framework of covariances between all sets of factors where the first in the pair originates from $F_{x_i}$ and the second from $F_{x_j}$. Each $F_{x_i}$ is barely Gaussian, with a mean of $\mu(x_i)$ and difference of $k(x_i, x_i)$ (Mahmoodzadeh et al., 2020b).

Assume there has a capacity $f(x)$ that would want to upgrade. In addition to that, suppose that $f$ could not be watched legitimately, yet that an arbitrary variable $F_x$ can be seen that is listed by the same space as $f$ and whose normal esteem is $f$, i.e., $\forall x \in X, E[F_x] = f(x)$. Particularly, it is accepted that the earlier conviction about the capacity $f$ complies with a Gaussian procedure with earlier mean $\mu$ and part $k$. Furthermore, assume that $F_x$ is a perception of $f(x)$ that has been tainted by zero-mean, i.i.d. Gaussian clamor, i.e., $F_x = f(x) + \epsilon$, where $\epsilon \sim N(0, \sigma^2)$. Consequently, $f(x)$ is a concealed variable whose back appropriation and could be able to derive in the wake of watching tests of $F_x$ at different areas in the space. The following subtraction is called Gaussian procedure relapse (Mahmoodzadeh et al., 2020c).

Give $x$ a chance to be the arrangement of perceptions focuses and $F_x$ be the subsequent genuine esteemed perceptions. This required to process the back appropriation of some new point $\hat{x} \in X$. The appropriation will be Gaussian with mean and difference (Eqs. 6 and 7).

$$\mu(\hat{x}|x) = \mu(\hat{x}) + k(\hat{x}, x)k(x, x)^{-1} (F_x - \mu(x))$$

(6)

$$\sigma^2(\hat{x}|x) = k(\hat{x}, \hat{x}) - k(\hat{x}, x)k(x, x)^{-1} k(x, \hat{x})$$

(7)

In the regression learner app embedded in MATLAB software 2018, four different models for GPR include squared exponential, rational quadratic, exponential, and Matern 5/2. After modeling by this program, the model type with the most accurate results is taken into account. Also, the optimization mode is considered in the app, so that the app itself optimizes the amount and type of hyper-parameters of the GPR model. The optimized type and value of the GPR hyper-parameters produced by the regression learner app are presented in Table 3.

The 5-fold CV results of slope stability predicted by the GPR model are depicted in Fig. 5. As in Fig. 5, the analyzed FOS values are very close to the FOS values predicted by the GPR model. According to Fig. 5, the FOS errors produced by the GPR model are close to zero for most datasets, so that the mean absolute error value is about 0.0842. Such an error in predicting the FOS of a slope is negligible and indicates the GPR model’s high prediction accuracy. To more support these results, other statistical evaluation indices of $R^2$ (Fig. 6), RMSE, and MAPE are obtained equal to 0.8139,
0.160892561, and 7.209771731, respectively. As the database employed in this research, all the outcomes confirm the GPR model’s high prediction accuracy.

3.2 SVR

Vapnik (1995) modified his first version model (ε-support vector regression, SVR) by changing the ε-insensitive loss function. This modification permits the SVR model to use the margin idea in the regression process. Margin in the modified model can be described by the summation of the distances of hyperplane from the closest points of two classes. Minimizing errors between the actual training data and the hyperplane are the main target of the SVR. Kernel function idea has introduced by Vapnik (1995) for non-linear SVR. Readers are directed to Vapnik (1995) to understand more about SVR.

To get the FOS predictions using the SVR model, in the MATLAB 2018 software, the regression learner app was embedded and applied. Six model types including cubic, linear, medium Gaussian, quadratic, fine Gaussian, and coarse Gaussian, are provided for the SVR method in MATLAB 2018. By optimizing the mode in the regression learner app, the type and values of the SVR hyper-parameters are obtained as in Table 4.

Fig. 7 shows the FOS predictions made by the SVR model. Compared to the analyzed FOS values in the PLAXIS software, there is acceptable accuracy in the predictions of the SVR model. As it turns out from Fig. 7, the FOS errors are often less than 0.2, so that the MAE value is equal to 0.142. This amount of error can be acceptable and significant in the FOS predictions of a slope. Compared to the analyzed FOS results, other statistical evaluation indices of R², RMSE, and MAPE are obtained by 0.6950 (Fig. 8), 0.20650649, and 11.89200416%, respectively. All of these results suggest that the SVR model should be considered as a somewhat appropriate predictive model for predicting slope stability.

3.3 DT

The DT is one of the classifications and regression methods based on the non-parametric survived learning technique. Furthermore, it consists of a set of if-then-else decision rules. The best perdition of the model occurs when the DT goes deeper and deeper to make the best fit with the actual data. There are several advantages of the DT. First, the distribution of explanatory variables does not require assumption. Second, strong relations among independent variables do not affect the DT outcomes. Third, various dependent variables such as survived data, categorical and numerical can be covered by DT. Fourth, this technique comprises the powerful variables and eliminates the least powerful variables which describe the dependent variable. For the DT, it is possible to predict small and large datasets well, even though this technique was initially developed to only well predict large data (Mahmoodzadeh et al., 2020b).

The algorithm of DT can be explained as follow:

1. First, the calculation of the targeted variance is performed.
2. Based on the various attributes, the database is divided into distinct parts, and the variance of each sectioned part is deducted from the variance prior to the division. This can be defined as variance reduction.

Node \( N \) can be defined by the variance reduction as:

\[
I_V(N) = \frac{1}{|S|^2} \sum_{i \in S} \sum_{j \in S} \frac{1}{2} (x_i - x_j)^2 - \left( \frac{1}{|S_t|^2} \sum_{i \in S_t} \sum_{j \in S_t} \frac{1}{2} (x_i - x_j)^2 + \frac{1}{|S_f|^2} \sum_{i \in S_f} \sum_{j \in S_f} \frac{1}{2} (x_i - x_j)^2 \right)
\]  

\( S \) is a group of samples that is not separated yet, \( S_t \) is a group of separated samples with a true result and \( S_f \) is a group of separated samples with a false result. Without referring to the mean, each of the summands presented above is indeed variance estimates though written in a form. In each summation term in Equation 10, variance estimation is required in such a way the mean is not referred to directly.
The decided node of the attribute is based on the highest VR.

3. Depending on the values of selected attributes, the datasets are separated. If the variance of a part is more than zero, it is separated once more.

4. Keep another trial going until all the data is evaluated.

In the DT approach, three models, such as medium, coarse, and fine, are embedded in the MATLAB 2018. The FOS predictions were performed through these three models and eventually considered the model that provided more precise results. The information about the optimized DT’s hyper-parameter parameters considered in this analysis is provided in Table 5.

In Fig. 9, the FOS results obtained from the DT model are compared with the analyzed ones. As shown in Fig. 9, there are small differences between the predicted outcomes and the analyzed values. The MAE is equal to 0.143. Achieving such an error in predicting the FOS of a slope is good. Other statistical evaluation indices of $R^2 = 0.6830$ (Fig.10), RMSE = 0.210590831, and MAPE = 12.2080868% also indicate the good accuracy in the DT model predictions.

### 3.4 LSTM

Deep learning can be modeled as a typical version of neural networks with several layers. The knowledge found within these deep learning networks is better remembered than traditional neural networks. A recurrent neural network (RNN) is a form of the combination of a loop network in the neural network. Knowledge persistence exists across these loops in the networks. This network gathers inputs and data from prior networks, implements specified procedures and provides the next network output. Some applications may only need current knowledge, while others may also need additional information from the past. A learning lag exists in redundant neural networks in which the gap between the desired input and the requirement is improved. However, LSTMs networks are a special kind of RNN (Mahmoodzadeh et al., 2021b) capable of studying these situations. Such networks are intentionally designed so that, on the permanent networks, the long-term dependency problem can be mitigated.

An essential function of LSTM is recalling knowledge over a long time. It is an ordinary choice since the precision of the model permanently depends on the sum of prior knowledge. The basic LSTM module, defined as the repetitive module, has a particular interaction with four layers with neural networks, as shown in Fig. 11. In the module, there are three gates with activation functions of $\sigma_1$, $\sigma_2$, and $\sigma_3$, and it contains two output activation functions such as $\Phi_1$ and $\Phi_2$, as seen in Fig. 11. To represent the addition and multiplication in the element-wise manner, the $\Sigma$ and $\Pi$ symbols are used. A bullet (•) symbol is used to describe concatenating mathematical procedures. The principal element of LSTM is the cell state, in which the current block memory ($S_{t-1}$) is created from the previous block memory. The information flow is then approved immediately down the line. In the network, the first layer ($S_t$) determines the sum of the prior knowledge to flow, and Eq. 9 demonstrates the activity carried out by this layer (Mahmoodzadeh et al., 2021c).

In the network, two layers and their associations influence the mechanism of storing new data in the cell state. A sigmoid layer ($\sigma_2$) that find out the ($i_t$) value to be updated see Eq. 10 and $\Phi_1$ tanh layer, which makes a new candidate value ($S'_t$) as seen in Eq. 11. To make a case, both are to be added together with the state. The cell state is lastly replaced with Eq. 12.
\[ c_{ft} = \sigma_{1}(W_{cf} \cdot [O_{t-1}, x_{t}] + b_{cf}) \]  
\[ l_{t} = \sigma_{2}(W_{l} \cdot [O_{t-1}, x_{t}] + b_{l}) \]  
\[ S_{t} = \tanh(W_{s} \cdot [O_{t-1}, x_{t}] + b_{s}) \]  
\[ S_{t} = (c_{ft} \times S_{t1}) + (l_{t} \times S_{t-1}) \]

In order to optimize the LSTM model, this model was tested with different types of parameters and changes in the number of neurons, layers, batch_size, epochs, and so on. Finally, the type/value of parameters of the LSTM were optimized as in Table 6.

The structure of the network optimized LSTM model is shown in Fig. 12.

The FOS results of LSTM are compared with the analyzed FOS results in Figs. 13 and 14. Given that deep learning methods such as LSTM require much more data to learn, it can be said that with the amount of data used in this article, still, it has provided acceptable accuracy. The MAE for the LSTM results is equal to 0.169. Achieving such an error in predicting the FOS of a slope is good. Other statistical evaluation indices of \( R^2 = 0.6616 \) (Fig.14), \( \text{RMSE} = 0.221912033 \) and \( \text{MAPE} = 14.52803317\% \) also indicate good accuracy in the LSTM model predictions.

3.5 DNN

In the layered neural network of DNN, a deep feed-forward neural network is available. There is more than one layer of hidden units between its inputs and outputs. The layers contain input layers, which are followed by mid-layers, hidden layers, and finally, the output layer. Consequently, the input, hidden layers, and output layers are all connected to the network's neighboring layers. It is a feed-forward neural network, which means that there is no forward feeding and that the links between the layers are only one way, forward. Furthermore, DNN is especially well-suited to analyzing raw input data because it can recognize patterns and learn useful features from it without the need for rigorous feature engineering, data pre-processing, or hand-crafted guidelines. Moreover, with the rise in training data, its efficiency further improves. (Mahmoodzadeh et al., 2021b). DNNs have a much wide range of applications, from simple text creation to machine vision tasks, and the early uses of DNN are in automatic translation.

In order to optimize the DNN model, such as the LSTM model, it was tested with different types of parameters and changes in the number of neurons, layers, batch_size, epochs, and so on. Finally, the type/value of parameters of the DNN was optimized as in Table 7.

The network structure of the optimized LSTM model is illustrated in Fig. 15.

The predictions of FOS results of the DNN model are compared with the analyzed FOS results in Figs. 15 and 16. As the LSTM model, the DNN model also needs more data for training, but the amount of data used in this article has provided acceptable accuracy. The MAE for the DNN results is equal to 0.0.118. Achieving such an error in predicting the FOS of a slope is good and acceptable. Other statistical evaluation indices of \( R^2 = 0.7498 \) (Fig.16), \( \text{RMSE} = 0.188416005 \), and \( \text{MAPE} = 9.967075268\% \) also indicate the good accuracy in the DNN model predictions.

3.6 KNN

KNN is a simple and well-managed machine learning algorithm that can be applied to classification and regression problems. It is important to apply and comprehend, but it is very difficult to do as the amount of data in use expands considerably. KNN functions through the determination of the ranges between a query and all the examples in the results, choosing the specified number of examples for the query (K), then voting for the most frequent label (in the situation of classifying) or averaging the labels (in the situation of a regression). During the regression and classification process, selecting the correct K for the data is achieved by trying multiple Ks and finding the one that fits
better (Mahmoodzadeh et al., 2020c). To implement the KNN method in this study, Anaconda version 3.6 is used. During the KNN model's predictive analysis, various Ks were evaluated, and the best predictions were obtained with K = 2.

For the KNN model, as shown in Fig. 18, the difference in the predicted FOS values with the analyzed results is low. This MAE = 0.0913 indicates the high accuracy of the predictions made by the KNN model. The results of other statistical evaluation indices of $R^2 = 0.7080$ (Fig. 19), RMSE = 0.205355281, and MAPE = 7.874855748% also indicate the high precision of the KNN model in predicting the slope stability. Thus, considering the database employed in this paper, the KNN model is a significant and considerable method for slope stability prediction.

To determine the best prediction model among the six ML models used in this paper to predict the slope stability, in Fig. 20 and Table 6, a comparison between the results predicted by them has been made. By analyzing and comparing the values of the obtained statistical evaluation indices for each model, it can be concluded that almost all models have provided close results to each other, and there is not much difference between their accuracy. However, the highest accuracy is produced by the GPR model. Therefore, the most acceptable results, which are not very different from the analyzed ones, are provided by the GPR model.

4. Discussion

In this study, the generalization of the suggested Gaussian process regression methodology is discussed. Generalization is a concept used to characterize the model's ability to interact and adapt to new information. Therefore, a model can ingest novel data and predict accurately after practicing with data not used during training. The basis for a model's success and its practical performance is related to its capability to generalize. When a model was so well trained in training data, it cannot be generalized. When new data are given, the model is rendered inaccurate predictions and worthless even if it can accurately predict the training data. A model starts 'memorizing' the training data instead of 'learning'; this is known as overfitting.

Feature selection can be used to avoid the overfitting of the model. In this case, feature selection would minimize the number of features, which decreases the computational complexity of the model. The stepwise approach for choosing an important collection of features from the data sets is used for the total features available.

Stepwise regression methods can be classified into three strategies:

- **The first strategy (forward selection)**, which begins without any predictors in the model, relies on adding more iterative predictors to the model. Simultaneously, it stops when the improvement in the results no longer has a statistically positive impact.

- **The second strategy (backward selection)**, which begins with all predictors in the model, periodically eliminates the lowest contributive predictors; while it stops once you get a model, all its predictors become statistically meaningful.

- **The third strategy (stepwise selection)** is a mixture of forwarding and backward processes. It begins without any predictors and then adds the predictors that contribute most to the outcome sequentially (like backward selection). While adding every new variable, those that no more enhance the model's fit should be removed (like forwarding selection).

In this research, the step ACI [MASS Package] was used, which defines the best design by AIC. The model also has a choice called direction, which takes these values: i) forward (for elimination from forwarding); ii) backward (for elimination from backward); iii) both (sequential replacement, for forward and backward elimination). The best-finished model is recovered. In R, among the most popular search methods for selecting features is stepAIC. For the stepAIC model's values continuously to arrive at the final feature set are attempted to be reduced. In the tables below, the finding listed as follows, three asterisks (*) reflect the highly significant value of p. Therefore, it could reject the
null hypothesis by providing a small p-value for the intercept and path that enables us to create a good relationship between two measured variables (the target and the predictor variables). A p-value around 5% or less would be a good cut-off point for most situations.

In the first step, we fit the model with all predictors and targets. The first step results of feature selection are presented in Table 7. As in Table 7, the effect of all features on slope stability is significant. In this case, we do not delete any of the features, and we stop at this step. According to Table 7, the most effective parameters on slope stability with respect to the p-values are $\phi$ and $c$. Also, the parameter $\gamma$ has the least impact on slope stability.

5. Conclusions

This study proposed six ML models to predict slope stability. 327 datasets analyzed using PLAXIS software including six input parameters of $\gamma$, $c$, $\phi$, $\alpha$, $H$, and $r_u$ and one target of FOS were employed in the models. The 5-fold CV method was used to evaluate the prediction performance of the models.

All the models produced acceptable results and almost close to each other. However, the GPR model with $R^2 = 0.8139$, RMSE = 0.160893, and MAPE = 7.209772%, was the most accurate model to predict slope stability.

The backward selection method was used to assess the contribution of each parameter in the prediction problem. The results showed that all the features have significant contributions to slope stability. However, features $\phi$ and $\gamma$ were the most effective and least effective parameters on slope stability, respectively.
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**Figure captions**

**Fig. 1** Overall procedure of slope stability prediction using ML techniques.

**Fig. 2** A slope geometry and the effective parameters on the stability of slopes.

**Fig. 3** The box graph of six factors.

**Fig. 4** Pie chart of all slope cases.

**Fig. 5** Comparison of the FOS results predicted by the GPR model with the analyzed ones.

**Fig. 6** FOS results produced by the GPR model versus the analyzed results.

**Fig. 7** Comparison of the SVR results with the analyzed ones.
Fig. 8 FOS results produced by the SVR model versus the analyzed results.

Fig. 9 Comparison the FOS results predicted by the DT model with the analyzed ones.

Fig. 10 FOS results produced by the DT model versus the analyzed results.

Fig. 11 LSTM repeating module (Mahmoodzadeh et al., 2021b).

Fig. 12. The LSTM model network used in this study.

Fig. 13 Comparison the FOS results predicted by the LSTM model with the analyzed ones.

Fig. 14 FOS results produced by the LSTM model versus the analyzed results.

Fig. 15. The DNN model network used in this study.

Fig. 16 Comparison of the FOS results predicted by the DNN model with the analyzed ones.

Fig. 17 FOS results produced by the DNN model versus the analyzed results.

Fig. 18 Comparison of the FOS results predicted by the KNN model with the analyzed ones.

Fig. 19 FOS results produced by the KNN model versus the analyzed results.

Fig. 20 Comparison between the $R^2$ of the prediction models.

Table captions

Table 1 Earlier studies on the slope stability predictions using soft computing approaches.

Table 2 Statistical features of the remained slope cases.

Table 3 The optimized parameters of the GPR model.

Table 4 The optimized parameters of the SVR model.

Table 5 The optimized model type and hyper-parameters of the DT method.

Table 6 The type/value of the optimized LSTM parameters.

Table 7 The type/value of the optimized DNN parameters.

Table 8 Comparison of the statistical evaluation indices results produced by the prediction models.

Table 9 The first step of feature selection.
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Table 1

<table>
<thead>
<tr>
<th>References</th>
<th>Parameters</th>
<th>Soft computing method</th>
<th>Datasets no.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feng, (2000)</td>
<td>$r_u, H, \alpha, \gamma, \phi, c$</td>
<td>FFNN</td>
<td>82</td>
</tr>
<tr>
<td>Lu and Rosenbaum, (2003)</td>
<td>$H, \alpha, \gamma, \phi, c, r_u$</td>
<td>BPNN</td>
<td>32</td>
</tr>
<tr>
<td>Li, (2004)</td>
<td>$H, \alpha, \gamma, \phi, c$</td>
<td>ANN and ANFIS</td>
<td>59</td>
</tr>
<tr>
<td>Huang et al., (2004)</td>
<td>$H, \alpha, \gamma, \phi, c, r_u$</td>
<td>CNN</td>
<td>64</td>
</tr>
<tr>
<td>Sakellarious and Ferentinou, (2005)</td>
<td>$H, \alpha, \gamma, \phi, c, r_u$</td>
<td>BPNN</td>
<td>46</td>
</tr>
<tr>
<td>Wang et al., (2005)</td>
<td>$H, \alpha, \gamma, \phi, c$</td>
<td>BPNN</td>
<td>27</td>
</tr>
<tr>
<td>Samui, (2008)</td>
<td>$H, \alpha, \gamma, \phi, c, r_u$</td>
<td>SVM</td>
<td>46</td>
</tr>
<tr>
<td>Zhao, (2008)</td>
<td>$\gamma, \phi, c$</td>
<td>SVM</td>
<td>10</td>
</tr>
<tr>
<td>Choobbasti et al., (2009)</td>
<td>$a_h, X, \phi, \alpha, a_u, c, Y, S_r$</td>
<td>ANN</td>
<td>36</td>
</tr>
<tr>
<td>Das et al., (2011)</td>
<td>$r_u, H, \alpha, \gamma, \phi, c$</td>
<td>ANN</td>
<td>46</td>
</tr>
<tr>
<td>Erzin and Cetin, (2013)</td>
<td>$\gamma, c, \phi, \alpha, H$</td>
<td>ANN</td>
<td>675</td>
</tr>
<tr>
<td>Liu et al., (2014)</td>
<td>$r_u, H, \alpha, \gamma, \phi, c$</td>
<td>ELM</td>
<td>97</td>
</tr>
<tr>
<td>Gordan et al., (2016)</td>
<td>$H, \alpha, \gamma, \phi, c, PGA$</td>
<td>PSO–ANN</td>
<td>699</td>
</tr>
<tr>
<td>Hoang and Pham, (2016)</td>
<td>$r_u, H, \alpha, \gamma, \phi, c$</td>
<td>LS-SVC</td>
<td>168</td>
</tr>
<tr>
<td>Suman et al., (2016)</td>
<td>$r_u, H, \alpha, \gamma, \phi, c$</td>
<td>FNs, MARS, MGGP</td>
<td>103</td>
</tr>
<tr>
<td>Verma et al., (2016)</td>
<td>$pp, c, \alpha, \phi$</td>
<td>ANN</td>
<td>100</td>
</tr>
<tr>
<td>Rukhaiyar et al., (2017)</td>
<td>$r_u, H, \alpha, \gamma, \phi, c$</td>
<td>PSO–ANN</td>
<td>83</td>
</tr>
</tbody>
</table>
Table 2

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value or type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma$ [kg/m$^3$]</td>
<td>327.0000</td>
</tr>
<tr>
<td>$c$ [kPa]</td>
<td>327.0000</td>
</tr>
<tr>
<td>$\Phi$ [$^\circ$]</td>
<td>327.0000</td>
</tr>
<tr>
<td>$\alpha$ [$^\circ$]</td>
<td>327.0000</td>
</tr>
<tr>
<td>$H$ [m]</td>
<td>327.0000</td>
</tr>
<tr>
<td>$r_u$</td>
<td>327.0000</td>
</tr>
<tr>
<td>FOS</td>
<td>327.0000</td>
</tr>
</tbody>
</table>

Table 3

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Type/Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kernel function</td>
<td>'Exponential'</td>
</tr>
<tr>
<td>Beta</td>
<td>1.2517</td>
</tr>
<tr>
<td>Fit method</td>
<td>Exact Gaussian process regression</td>
</tr>
<tr>
<td>Sigma</td>
<td>0.0845</td>
</tr>
<tr>
<td>Basis function</td>
<td>'Constant'</td>
</tr>
</tbody>
</table>

Table 4

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value or type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kernel function</td>
<td>'Medium Gaussian'</td>
</tr>
<tr>
<td>Solver</td>
<td>'SMO'</td>
</tr>
<tr>
<td>Epsilon</td>
<td>0.0319</td>
</tr>
<tr>
<td>Bias</td>
<td>1.3317</td>
</tr>
</tbody>
</table>

Table 5

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Type/Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prune</td>
<td>on</td>
</tr>
<tr>
<td>Model type</td>
<td>Fine tree</td>
</tr>
<tr>
<td>Maximum number of splits</td>
<td>326</td>
</tr>
<tr>
<td>Predictor selection</td>
<td>allsplits</td>
</tr>
<tr>
<td>Minimum leaf size</td>
<td>4</td>
</tr>
<tr>
<td>Split criterion</td>
<td>mse</td>
</tr>
<tr>
<td>Minimum ParentSize</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 6

<table>
<thead>
<tr>
<th>No. of layers</th>
<th>Model type</th>
<th>Neurons no.</th>
<th>Activation function</th>
<th>Optimizer</th>
<th>batch_size</th>
<th>Epochs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 input layer</td>
<td>Sequential()</td>
<td>6 neurons for the input layer</td>
<td>ReLU</td>
<td>Nadam</td>
<td>10</td>
<td>100</td>
</tr>
<tr>
<td>4 hidden layers</td>
<td>32 neurons within each hidden layer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 output layer</td>
<td>1 neuron for the output layer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table 7

<table>
<thead>
<tr>
<th>No. of layers</th>
<th>Model type</th>
<th>Neurons no.</th>
<th>Activation function</th>
<th>Optimizer</th>
<th>batch_size</th>
<th>Epochs</th>
<th>Kernel initializer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 input layer</td>
<td>Sequential()</td>
<td>Input layer: 6 neurons</td>
<td>ReLU</td>
<td>Nadam</td>
<td>10</td>
<td>100</td>
<td>Lecun_uniform</td>
</tr>
<tr>
<td>4 hidden layers</td>
<td></td>
<td>Hidden layers: 32 neurons</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 output layer</td>
<td></td>
<td>Output layer: 1 neuron</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 8

<table>
<thead>
<tr>
<th>Method</th>
<th>$R^2$</th>
<th>MAE</th>
<th>RMSE</th>
<th>MAPE [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPR</td>
<td>0.8139</td>
<td>8.42E-02</td>
<td>0.160892561</td>
<td>7.209771731</td>
</tr>
<tr>
<td>SVR</td>
<td>0.6950</td>
<td>1.42E-01</td>
<td>0.20650649</td>
<td>11.89200416</td>
</tr>
<tr>
<td>DT</td>
<td>0.6830</td>
<td>1.43E-01</td>
<td>0.210590831</td>
<td>12.2080868</td>
</tr>
<tr>
<td>LSTM</td>
<td>0.6616</td>
<td>1.69E-01</td>
<td>0.221912033</td>
<td>14.52803317</td>
</tr>
<tr>
<td>DNN</td>
<td>0.7498</td>
<td>1.18E-01</td>
<td>0.188416005</td>
<td>9.967075268</td>
</tr>
<tr>
<td>KNN</td>
<td>0.7080</td>
<td>9.13E-02</td>
<td>0.205355281</td>
<td>7.874855748</td>
</tr>
</tbody>
</table>

### Table 9

<table>
<thead>
<tr>
<th>Estimate</th>
<th>SE</th>
<th>tStat</th>
<th>p-value</th>
<th>Significance code</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>1.3161</td>
<td>0.074702</td>
<td>17.619</td>
<td>4.85E-49</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.011828</td>
<td>0.0036237</td>
<td>3.2642</td>
<td>0.0012166</td>
</tr>
<tr>
<td>$c$</td>
<td>0.023571</td>
<td>0.0014477</td>
<td>16.281</td>
<td>7.75E-44</td>
</tr>
<tr>
<td>$\phi$</td>
<td>-0.025905</td>
<td>0.0014063</td>
<td>-18.421</td>
<td>3.63E-52</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>-0.00088078</td>
<td>0.00012506</td>
<td>-7.0428</td>
<td>1.16E-11</td>
</tr>
<tr>
<td>$H$</td>
<td>0.0094102</td>
<td>0.00084569</td>
<td>11.127</td>
<td>1.57E-24</td>
</tr>
<tr>
<td>$r_u$</td>
<td>-0.72688</td>
<td>0.066114</td>
<td>-10.994</td>
<td>4.57E-24</td>
</tr>
</tbody>
</table>