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Abstract: Segmentation of blood vessels becomes an essential step in computer aided diagnosis system for the diseases in several departments of ophthalmology, neurosurgery, oncology, cardiology, and laryngology. Aiming at the problem of insufficient segmentation of small blood vessels by existing methods, a novel method based on multi-module fusion residual neural network model (MF\textsuperscript{2}ResU-Net) was proposed. In the proposed networks, to obtain refined features of vessels, three cascade connected U-Net networks were employed as main networks. To deal with the problem of over-fitting, residual paths were used in main networks. In the blocks of U-Net in MF\textsuperscript{2}ResU-Net, in order to remove the semantic difference in low-level and high-level, shortcut connections were used to combine the encoder layers and decoder layers in the blocks. Furthermore, atrous spatial pyramid pooling was embedded between the encoder and decoder to achieve multi-scale feature of blood vessels. During the training of the networks, to deal with the imbalance between background and foreground, a novel joint loss function was proposed based on the dice and cost-sensitive, which could greatly reduce the impact of unbalance in classes of samples. In experiment section, two retinal datasets, DRIVE and CHASE DB1, were used to test our method, and experiments showed that MF\textsuperscript{2}ResU-Net was superior to existing methods on the criteria of sensitivity (Sen), specificity (Spe), accuracy (Acc), and area under curve (AUC), the values of
which are 0.8013 and 0.8102, 0.9842 and 0.9809, 0.9700 and 0.9776, and 0.9797 and 0.9837 respectively for DRIVE and CHASE DB1. The results of experiments demonstrated the effectiveness and robustness of the model in the segmentation of complex curvature and small blood vessels.
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**I. Introduction**

The automatic segmentation for retinal blood vessels is an essential part of computer-aided diagnosis for diabetic retinopathy and hypertensive retinopathy [1]. Retinal vessels examination is a non-invasive diagnosis method, which is a primary and popular examination method for diabetic complications and retinal diseases. At present, the main method for retinal abnormalities is manual examination in practice. However, manual examination method has several disadvantages, such as instability for batch process and subjectivity. And thus, computer-aided system became important for retinal diseases diagnosis. In this diagnosis system, automatic segmentation for retinal blood vessels is an essential part, and the segmentations affect accuracy of examination. Thus, automatic segmentation method for retinal blood vessels played a cornerstone role in computer-aided diagnosis [2-3].

The existing methods for retinal vessels segmentation can be classified into machine learning-based methods and deep learning-based methods. The fixed feature detection method in machine learning was used for the retinal blood vessel segmentation. Hashemzadeh et al. [4] proposed a Unetr: TRansformers (UNETR) for extracting the retinal blood vessels employing a set of effective image features and combination of supervised and unsupervised machine learning techniques. To solve the problem of the intra-class high variance of image features calculated from various vessel pixels, Lai Maria et al. [5] proposed automatic retinal image analysis (ARIA) methodology applied machine-learning technology to optimize retinal information. Bala M. Ponni et al. [6] proposed a method for extracting the retinal blood vessels based on feature classification. The blood vessels were extracted from the color fundus image by applying the preprocessing methods and segmentation techniques using matched filter and modified local entropy thresholding operation. To reduce the ophthalmologists' time for examining the retinal images, Fan Guo et al. [7] proposed a supervised method for segmenting blood vessels in retinal images based on the ELM classifier. For these
machine learning methods, the features used for classification could have a big impact on the result of the prediction. In order to achieve higher efficiency, researchers proposed high requirements for automatic and effective feature extractor.

Since of its development in computer vision, the deep learning-based methods became the mainstream for each task in computer vision, such as retinal blood vessel segmentation. Liskowski P. et al. [8] first used a convolutional neural network (CNN) to segment retinal blood vessels. Oliverira A. et al. [9] proposed a combination of steady-state wavelet transform and multi-scale fully convolutional neural network for blood vessel segmentation; Wu Huisi et al. [10] proposed a novel scale and context sensitive network (SCS–Net) for retinal vessel segmentation, the network dynamically adjusted the receptive fields and used a self-adaptive feature fusion module. To obtain global context, Ni et al. [11] proposed the Global Context Attention (GCA) module and the Squeeze Excitation Pyramid Pool (SEPP) module for segmentation of retinal blood vessels.

The typical U-shaped network, U-Net [12], was designed for medical image segmentations, which was an encoder-decoder model with skip connections. Many medical image segmentation methods were proposed based on fully convolutional neural network (FCNN) with U-shaped structure [13-14]. Jiang et al. [3] proposed an automatic segmentation model, DU-Net, to obtain denser feature information and reduce the characteristics of small blood vessels. T. Laibacher et al. [15] proposed the M2U-Net, which had a new encoder-decoder architecture which was inspired by the U-Net. Z. Gu, J. Cheng et al. [16] introduced a context encoder between the feature encoder and decoder module. This context encoder used dense atrous convolutional block and multiple kernel pooling to extract more high-level features. Some studies had tried to address this problem by using atrous convolutional layers [17], self-attention mechanisms [18], and image pyramids [19]. However, although the deep learning-based methods have achieved excellent performance in the field of medical image segmentation, they still could not fully meet the strict requirements of medical applications for tiny vessel segmentation. Since of the subtle contrast between the target vessels and the background of the images, the features of small and fine vessels cannot be detected by the existing methods. This leaded that the existing methods had a low accuracy rate for the small vessels with weak pixel values. Image segmentation was still a challenge task in medical image analysis.

In order to obtain precise segmentation for retinal vessel, a novel model MF²ResU-Net and a novel loss function were proposed in this paper. In the model of MF²ResU-Net, three cascade connected U-nets were used as the backbone. Three shortcuts were used for the blocks of U-Nets to deal with the problem of over-fitting. In each block of
U-Nets, to reduce semantic gap, residual paths were used to connect same layers of encoder and decoder instead of shortcuts. To refine features of retinal vessels and obtain multi-scale features, atrous space pyramid pooling module (ASPP) was employed into our model. For training of our model, and to solve unbalance problem in foreground and background, we proposed a novel loss function-based dice loss function and cross function, which could reduce effects of unbalance of samples during training.

The contributions of our work can be elaborated as follows:

1. To refine representation features of retinal small vessels, a novel network, multi-module fusion residual neural network model, MF^2ResU-Net, was proposed, by which features of blurry small vessels can be detect.

2. A novel loss function which was based on the dice loss function and cross entropy, and added a cost-sensitive matrix was introduced to achieve more balanced segmentation between the vessel and non-vessel pixels.

The rest of this paper was organized as follows: Section 2 presented the improved method and fusion; Section 3 introduced experiment data sets and analyzes the experimental results; Section 4 summarized the paper and draws our conclusions.

2 MF^2ResU-Net for retinal vessels segmentation

Since of the difficulty on feature detection on small blurry vessels, it was hard to obtain considerable segmentation results by conventional methods. In this paper, we proposed multi-module fusion residual U-Net model, named MF^2ResU-Net, to refine the small vessels and to obtain the segmentation of retinal vessels.

2.1 Fusing Residual Paths U-Net

In MF^2ResU-Net, we used three cascade-connected U-Net as the backbone network of the module. U-Net was a classic encoder-decoder structure net, A distinctive contribution of the U-Net architecture was the introduction of shortcut connections between the corresponding layers before the max-pooling and after the deconvolution operations. As shown in Fig. 1(a). As the features coming from the encoder were computed in the earlier layers of the network. Opposite, the decoder features of going through convolution, down-sampling and up-sampling were supposed to be of much higher level, because they were computed at the very deep layers of the network. Thus, there were semantic differences between the same layers of encoder and decoder, which could affect the results of segmentation.
In order to remedy semantic differences between the same layers of encoder and decoder, Szegedy et al. [20] used two $3 \times 3$ convolutional layers after each pooling layer and before transposed convolutional layer, this series of two $3 \times 3$ convolutional operations actually resemble a $5 \times 5$ convolutional operations. Therefore, according the approach of the Inception network, the simplest way to augment U-Net with a multi-resolution analysis capability was to incorporate $3 \times 3$, and $7 \times 7$ convolution operations in parallel to the $5 \times 5$ convolution operation, as shown in Fig. 1(b). Therefore, replacing the convolutional layers with Inception like blocks should facilitate the U-Net architecture to reconcile the features learnt from the image at different scales. Another possible option was to use stride convolutions, but in our experiments, although performance had improved, the introduction of additional convolutional layers in parallel extravagantly increases the memory requirement. We factorized the bigger, more demanding $5 \times 5$ and $7 \times 7$ convolutional layers, using a sequence of smaller and lightweight $3 \times 3$ convolutional blocks, as shown in Fig. 1(c). Our fusing residual path was a cascade-connected blocks structure, and each block consists convolutional layers with $3 \times 3$ filters and $1 \times 1$ filter. This modification greatly reduced the memory requirement, we gradually increased the filters in those, to prevent the memory requirement of the earlier layers from exceedingly propagating to the deeper part of the network. We also add a residual connection because of their efficacy in biomedical image segmentation (Drozdzal et al. [21]) as well as to add $1 \times 1$ convolutional layer, which may have allowed us to capture some additional retina spatial information. We named this structure as ‘Res-path’. And according to the difference number of different layers, set different length Res-path.

Fig. 1 Res Path structure diagram

In order to refine feature maps of retinal vessels, we used fusing U-Net, named ResU-Net, as the blocks of our model as shown in Fig. 2. To avoid losing feature in detection, we used a light U-Net structure with two convolutional
layers and two max-pooling layers as down-sampling in encoder and two convolutional layers and two deconvolution layers as up-sampling in decoder. The parameters for the fusing residual path U-Net were presented in Table 1.

In addition, a big challenge in vessel segmentation was to detect the vessels with various shapes and scales. To conduct a comprehensive and detailed feature extraction, as shown in Fig. 3, in the middle of the encoder and decoder, we build the module adopted the atrous space pyramid pooling module (ASPP) implemented learning multi-scale characteristics of the local area, ASPP refined feature of retinal vessels in MF²ResU-Net. According to tubular characteristics of various size in vessels, 4 atrous convolutions with the size of 3×3 convolution were used for multi-scale feature extraction. ASPP was inspired by the spatial pyramid pooling method of DeepLab v2 [22], but due to using too large dilation rate, network extract invalid features from blood vessels, too large dilation rate was not suitable for data sets of retinas, so the dilation convolution with a void rate of 24 in ASPP was deleted. The dilation rates in our model were defined as \{2,4,8,16\}. In order to accelerate computing, 1×1 convolution was employed after each atrous convolution. In the final feature map, the feature image was up-sampled using the bilinear interpolation method. The resolution of each feature map after atrous convolution was expanded by bilinear interpolation, which made the size of each layer feature map consistent. Finally, the target feature map was formed by four feature maps through the addition of pixels and corresponding. The entire parameters in ASPP as shown in Table 1.
Table 1. The parameters in ResU-Net block

<table>
<thead>
<tr>
<th>ResU-Net</th>
<th>Res-path1</th>
<th>ASPP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Block1</td>
<td>Block2</td>
<td>Block3</td>
</tr>
<tr>
<td>Layer(filter size)</td>
<td>filters</td>
<td>Layer(filter size)</td>
</tr>
<tr>
<td>Conv2D(3×3)</td>
<td>32</td>
<td>Conv2D(1×1)</td>
</tr>
<tr>
<td>MaxPooling(2×2)</td>
<td>64</td>
<td>Conv2D(3×3)</td>
</tr>
<tr>
<td>Conv2D(3×3)</td>
<td>64</td>
<td>Conv2D(1×1)</td>
</tr>
<tr>
<td>Conv2D(3×3)</td>
<td>64</td>
<td>Conv2D(3×3)</td>
</tr>
<tr>
<td>MaxPooling(2×2)</td>
<td>128</td>
<td>Conv2D(1×1)</td>
</tr>
<tr>
<td>ASPP</td>
<td>128</td>
<td>Conv2D(3×3)</td>
</tr>
<tr>
<td>Conv2D(3×3)</td>
<td>64</td>
<td>Conv2D(1×1)</td>
</tr>
<tr>
<td>Conv2D(3×3)</td>
<td>64</td>
<td>Res-path2</td>
</tr>
<tr>
<td>Upsampling(2×2)</td>
<td>32</td>
<td>Layer(filter size)</td>
</tr>
<tr>
<td>Conv2D(3×3)</td>
<td>32</td>
<td>Conv2D(1×1)</td>
</tr>
<tr>
<td>Conv2D(3×3)</td>
<td>32</td>
<td>Conv2D(3×3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Conv2D(1×1)</td>
</tr>
</tbody>
</table>

2.2 multi-module residual neural network MF2ResU-Net for retinal vessel segmentation

The aim of this study was to build deep learning models to segment retinal vessels in fundus images, Fig. 4 shows a diagram of the MF2ResU-Net model for retinal vessels segmentation. We cascaded three ResU-Net blocks for feature maps to form our multi-module residual neural network, MF2ResU-Net to remedy the sensitivity problem of the networks for training data, residual links were employed in our model. In order to improved generalization of proposed method, the original images were preprocessed and randomly cropped into small patches to establish training and
validation dataset. The sizes of patches were empirically selected $48 \times 48$ (pixel × pixel) for training and evaluation. After segmentation by MF$^2$ResU-Net, complete vessel probability map could be obtained by reordering the patches. The connection result of each residual block was represented by Form. (1).

$$W_m = F(a_m, b_m) + H(a_m) \quad (1)$$

$$a_{m+1} = \sigma(W_m) \quad (2)$$

where $a_m$ represented the ResU-Net input and $b_m$ represented the ResU-Net output, $F(a_m, b_m)$ stood for the residual function. $H(a_m)$ meant the map function of feature. The value of $F(a_m)$ was equivalent to $b_m$. In Form. (2), $\sigma(W_m)$ represented the activation function. The residual connection result was used as the input of the next module through the ReLU activation function. Finally, we got the output result of each residual connection $W_m$.

The output of segmentation was obtained by the last block of fusing ResU-Net and two convolutions, which used $1\times1$ (pixel × pixel) convolutional kernel and max pooling operation. ReLU and sigmoid function were used as activation functions in the convolutions.

2.3 Loss function design

From statistics in a typical retinal blood vessel in data set, we found that the ratio of the pixels of foreground to background was almost 1:12 (The pixel number of foregrounds was 453,800, and the pixel number of backgrounds...
was 6,599,200.), which shows that it was an imbalance task for segmentation. And thus, several existing loss functions are not suitable for our task. In order to deal with the imbalance problem, we proposed a novel loss function based on improved binary cross entropy loss function and dice loss function. For binary segmentation problems, the binary cross entropy loss function could be defined as in Form. (3),

\[
\text{Loss} = -\frac{1}{N} \left( \sum_{k=1}^{N} y_k \log x_k - \sum_{k=1}^{N} (1 - y_k) \log(1 - x_k) \right)
\]

(3)

where \( N \) was the number of patch pixels, \( x_k \) represented the foreground predicted probability of the input pixel \( k \) and \( y_k \) was the true label of the pixel \( k \), which was either 1 (foreground) or 0 (background) in this task. For the imbalance problem in our task, we improved the binary cross entropy loss function. As presented in Form.4, we defined a novel loss function \( L_{CE} \).

\[
L_{CE} = -\frac{1}{N} \sum_{k=1}^{N} \left[ y_k \log x_k - (1 - y_k) \log(1 - x_k) \right] - \sum_{k=1}^{N} \left[ \lambda x_k - 1 \right] \left[ 1, \quad x_k \leq 0.5 \right] \left[ 0, \quad x_k > 0.5 \right]
\]

(4)

where \( x_k \) was an indicator for wrong prediction to \( x_k \), \( x_k = \begin{cases} 1, & x_k \leq 0.5 \\ 0, & x_k > 0.5 \end{cases} \). \( \lambda \) is the penalty parameter for predicting the blood vessel, which was a positive real number. In this loss function. In the loss function of \( L_{CE} \), we could set a large value of \( \lambda \) to enlarge the loss of the wrong prediction in foreground. Since of the ratio of foreground to background, \( \lambda \) was set to 12 in this paper.

To deal with imbalance problem and obtain a perfect criterion on intersection of union, the dice loss function [23] was proposed in segmentation task, which could be presented in Form. (5).

\[
L_{\text{dice}} = 1 - 2 \frac{x_k \cap y_k}{x_k + y_k}
\]

(5)

where \( x_k \) represented the fundus blood vessel region segmented by the algorithm, and \( y_k \) denoted the fundus blood vessel region manually segmented by the expert. \( |x_k \cap y_k| \) represented the same area of the retinal blood vessel region
segmented by the proposed method and expert. To remedy the numerical problems, we improved the dice loss by introducing a Laplace smooth factor: \( \phi \), and the improved dice loss can be presented in Form. (6).

\[
L_{dice} = 1 - 2 \frac{\sum_{i=1}^{N} x_i y_i + \phi}{\sum_{i=1}^{N} x_i^2 + \sum_{i=1}^{N} y_i^2 + \phi}
\]  

(6)

To deal with the vanishing gradient problem of dice loss and combine the advantage of two loss functions, a synthetic loss function for the training of MF²ResU-Net model was proposed in this paper,

\[
\text{Loss} = \alpha L_{CE} + (1 - \alpha) L_{dice}
\]

(7)

where \( \alpha \) was a parameter which controls the contribution of the \( L_{CE} \) and \( L_{dice} \) loss functions.

3 Experiment

In this section, we tested our model, MF²ResU-Net, by comparing with several conventional retinal vessel segmentation methods on public datasets: DRIVE, CHASE DB1. The segmentation performance of the proposed method on the fundus image can be assessed by comparing the segmentation testing results with the image label.

3.1 datasets and computational platform

The public datasets: DRIVE, CHASE_DB1 were used to test our model. The DRIVE contains 40 colored retinal vessel images which were obtain from diabetic retinopathy (DR) screening program in the Netherlands [24]. The dataset was randomly divided into two groups, one was the test set and the other was the training set, each group contained twenty images. The size of each image is 565 × 584. CHASE DB1 dataset contained 28 images corresponding to two per patient for 14 children in the program Child Heart and Health Study in England [24]. The size of the image in CHASE DB1 was 999 × 960. In our experiment, 14 images were used for training, and the other 14 images were used for testing. Each picture in the CHASE DB1 was segmented by a professional physician to obtain a manual result image, but there was no corresponding mask, and we needed to set manually. The result of manually setting the mask for CHASE DB1 was shown in Fig. 5. These two-fundus retinal blood vessel data sets were commonly used retinal blood vessel segmentation algorithm test data sets.
The platform of experiment was: 64-bit Win 10, Intel Core i5-4160k, 3.60GHz CPU (Intel), and 6 GB of NVIDIA1660Ti GPU (GIGABYTE) for MF\textsuperscript{2}ResU-Net training. The structure of the network was implemented under the open-source deep learning library TensorFlow.

![Image](image.png)

**Fig. 5. One typical image in CAHSE DB1.** (a) the original retinal vessel image; (b) ground-truth; (c) the manual mask.

### 3.2 Data pre-processing

The images of the two databases were all colored RGB images, the original retinal blood vessel image had a low contrast. The features of retinal blood vessel were not obvious. In order to improve the performance of the MF\textsuperscript{2}ResU-Net model, the technique that enhances image contrast was used to make the retinal blood vessel features more obvious. Since that gray scale image showed better contrast than the RGB images [25]. We used gray scale image as the input of models. To strength the contrast ratio between vessels and background in retinal images, we used three strategies for image preprocessing, which were normalization, contrast limited adaptive histogram equalization [26] (CLAHE) and gamma correction. Fig. 6 shows preprocessed images of one typical retinal image using the three strategies. The preprocessed retinal image had a high contrast between the blood vessel outline and the background and reduced noise.

Data augmentation was widely applied in convolutional neural networks because of its high efficiency and operability. Considering that the DRIVE and CHASE DB1 were small datasets, model will be prone to overfitting and has a poor classification performance. Therefore, it was necessary to augment the dataset for achieving the better results. Four image processing steps were used for augmenting dataset and they are rotating, mirroring, shifting and cropping. To reduce overfitting problem, our models were trained on small patches which were randomly extracted from the images. In order to reduce the calculation complexity and ensure the surrounding local features, small size blocks of $48 \times 48$ randomly were extracted from the preprocess images were used to train our model. In this paper, 190,000 and 200,000 blocks were randomly extracted from DRIVE and CHASE DB1 data sets respectively. And The
90% of blocks were used for training, and the rest blocks are used for testing. Several randomly sampled patches and corresponding labels for experiments were presented in Fig 7, the corresponding label for that patch was decided based on the ground truth images.

Fig. 7. Local block information map. Typical $48 \times 48$ patches selected for model training. (a) Patches from the preprocessed image; (b) patches from the corresponding ground truth.

Fig. 6. Retina image preprocessing results. (a) Original image; (b)Normalized image; (c) Image after CLAHE operation; (d) Image after Gamma correction.

3.3 Performance evaluation criteria

The classification result of every pixel could be one of the four types, where the entries were as follows. True positive (TP) indicated a vessel pixel classified correctly as a vessel pixel. False-positive (FP) indicated a non-vessel pixel classified wrongly as a vessel pixel. True negative (TN) indicated a non-vessel pixel classified correctly as a non-vessel pixel. False negative (FN) indicated a vessel pixel classified wrongly as a non-vessel pixel.
In order to quantitatively evaluate segmentation of the proposed algorithm, four evaluation indicators were used in this paper, which were: accuracy (ACC), sensitivity (Sen), specificity (Spe) and F1-Score [28]. In this model, positive referred to blood vessels and negative referred to background. The ACC, Sen, Spe and F1-Score are defined as follows:

\[
\text{ACC} = \frac{T_p + T_N}{T_p + T_N + F_p + F_N}
\]

\[
\text{Sen} = \frac{T_p}{T_p + T_N}
\]

\[
\text{Spe} = \frac{T_N}{T_N + F_p}
\]

\[
R_{\text{call}} = \frac{T_p}{T_p + F_N}
\]

\[
\text{pre} = \frac{T_p}{T_p + F_p}
\]

\[
F_{1\text{-score}} = \frac{2 \times \text{pre} \times R_{\text{call}}}{\text{pre} + R_{\text{call}}}
\]

where ACC was the ratio of the number of correctly detected blood vessels and background pixels to the total number of image pixels; Sen was the ratio of the number of correctly detected retinal blood vessel pixels to the total number of blood vessel pixels; Spe was the ratio of the number of correctly detected non-vessel pixels to the total number of non-vessel pixels; F1-Score was a measure of the similarity between the model and the expert segmentation results. In this model, positive referred to blood vessels and negative refers to background.

The AUC value represents the area under ROC curve. The ROC curve was an important method for measuring the comprehensive performance of image semantic segmentation. Its value ranged from 0 to 1. Condition AUC = 1, a perfect classifier; 0.5 < AUC < 1, better than random classifiers; 0 < AUC < 0.5, worse than the random classifier.

### 3.4 Experimental result

In this section, we tested the proposed method by comparing it with several existing retinal vessel segmentation methods. The experiment was divided into two parts: ablation experiments and comparative experiments.

#### 3.4.1 Ablation and basic network comparison experiments

Fig. 8 shows the main processing of ablation experiments. After the image preprocessing, one retinal image could be segmented many image blocks with size of 48x48, as shown in Fig. 8(b). By using the vessel detection model, we
obtained the segmentation result composed of the segmented image. As the network deepens, the segmentation results were better. From the detail map in the third row and (d) column, it could be analyzed that the three-fusion network had the best detail segmentation and complex curvature segmentation functions.

![Fig. 8. Detail comparison diagram of segmentation of three network structures.](image)

(a) Original image; (b) original image samples; (c) Snapshots of proposed MF\textsuperscript{2}ResU-Net, Block1, Block2 and U-Net. (d) Corresponding to the sample of network segmentation results (e) Re-composition of segmentation results.

Table 2 and 3 present the results of ablation experiments. In ablation experiments, we compared the proposed model with U-Net, single residual U-Net (Block1), double residual U-Net (Block2) and four residual U-Net (Block4) on the DRIVE, and CHASE DB1 datasets. As presented in Table 2, we can see that on the dataset of DRIVE, the Sen, F1, AUC, and ACC of MF\textsuperscript{2}ResU-Net were 0.8013, 0.8223, 0.9797 and 0.9700 respectively, which were the highest values in comparing methods. This meant that the results of MF\textsuperscript{2}ResU-Net on DRIVE were better than other methods. As shown in Table 3, we can see that the Sen, F1, AUC, and ACC of MF\textsuperscript{2}ResU-Net were 0.8102, 0.8142, 0.9837, 0.9776 respectively on the dataset of CHASE DB1. The values were the highest values in all results, which means that the generalization ability of MF\textsuperscript{2}ResU-Net was better than the results of other blocks methods. However, compared with the analysis of the experimental results of Block4, as shown in the discounted indicators in Fig. 8, Table 3 and Table 4, Block4 had higher indicators than Block1 and Block2, but slightly lower or the same segmentation indicators.
than MF²ResU-Net, and the training time of Block4 was longer. The three-module residual network, MF²ResU-Net, was superior to the other four networks in terms of segmentation statistic.

Table 2. The statistical results of different modules on the dataset of DRIVE.

<table>
<thead>
<tr>
<th>Models</th>
<th>DRIVE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sen</td>
</tr>
<tr>
<td>Block1</td>
<td>0.7491</td>
</tr>
<tr>
<td>Block2</td>
<td>0.7559</td>
</tr>
<tr>
<td>MF²ResU-Net</td>
<td><strong>0.8013</strong></td>
</tr>
<tr>
<td>Block4</td>
<td>0.7741</td>
</tr>
</tbody>
</table>

Table 3. The statistical results of different modules on the dataset of CHASE DB1.

<table>
<thead>
<tr>
<th>Models</th>
<th>CHASE DB1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sen</td>
</tr>
<tr>
<td>Block1</td>
<td>0.7538</td>
</tr>
<tr>
<td>Block2</td>
<td>0.7736</td>
</tr>
<tr>
<td>MF²ResU-Net</td>
<td><strong>0.8102</strong></td>
</tr>
<tr>
<td>Block4</td>
<td>0.7942</td>
</tr>
</tbody>
</table>

We compared our proposed model with two state-of-the-art networks. One was the customized implementation of U-Net, which we had introduced above; The other was the DeepLab v2. DeepLab v2 was an advanced segmentation network, which combines deep convolutional nets, atrous convolution, and fully connected CRFs. In MF²ResU-Net, we combined atrous convolution and U-Net. In order to highlight the excellence of our works. We compared the three models, DeepLab v2, U-Net and MF²ResU-Net based on the DRIVE and CHASE DB1 datasets. We evaluated the model using the test data. Sen, Spe, ACC, F1 and AUC were compared and shown in Tables 4 and 5. It shows from the tables that the MF²ResU-Net achieves the highest values for most of the metrics. The global accuracy for DeepLab v2, U-Net, and MF²ResU-Net were 0.9636, 0.9527, 0.9700 on DRIVE, 0.9624, 0.9549, 0.9776 on CHASE, respectively.

What was more, we evaluated the models using ROC curves, which was shown in Fig. 9. The closer the ROC curve to the top-left border was in the ROC coordinates, the more accurate a model. These results shown that the curves of MF²ResU-Net were the most top-left one among the three models while the U-Net curve was the lowest one of the three. Besides, the figures also shown that the MF²ResU-Net obtains the largest area under the ROC curve (AUC).

Table 4. Performance of the three models tested on DRIVE

<table>
<thead>
<tr>
<th>Models</th>
<th>DRIVE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sen</td>
</tr>
<tr>
<td>Block1</td>
<td>0.7491</td>
</tr>
<tr>
<td>Block2</td>
<td>0.7559</td>
</tr>
<tr>
<td>MF²ResU-Net</td>
<td><strong>0.8013</strong></td>
</tr>
<tr>
<td>Block4</td>
<td>0.7741</td>
</tr>
</tbody>
</table>
Table 5. Performance of the three models tested on CHASE DB1

<table>
<thead>
<tr>
<th>Models</th>
<th>Sen</th>
<th>F1</th>
<th>Spe</th>
<th>AUC</th>
<th>ACC</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-Net</td>
<td>0.7376</td>
<td>0.7987</td>
<td>0.9840</td>
<td>0.9640</td>
<td>0.9527</td>
</tr>
<tr>
<td>DeepLab v2</td>
<td>0.7631</td>
<td>0.8083</td>
<td>0.9837</td>
<td>0.9749</td>
<td>0.9636</td>
</tr>
<tr>
<td>MF²ResU-net</td>
<td>0.8013</td>
<td>0.8223</td>
<td>0.9842</td>
<td>0.9797</td>
<td>0.9700</td>
</tr>
</tbody>
</table>

3.4.2 Comparison against existing methods

To test our model for retinal vessel segmentation, we compared it with several states of art. We presented the results and details of several typical retinal vessel images by using several methods. The first column in Figure 10 was the original images from DRIVE and CHASE DB1; the second column was ground-truth of the segmentation; the third column, fourth column, the fifth column, respectively present the results of U-Net, DU-Net [3] and MF²ResU-Net; and

![ROC curves of different models.](image)
the second line, the fourth line, the sixth line respectively presented the enlarged versions of red and green blocks in corresponding original images by using U-Net, DU-Net and MF³ResU-Net.

![Image](image_url)

**Fig. 10.** The results and enlarged versions of segmentation of different algorithms on DRIVE and CHASE DB1 datasets. (a) Original image; (b) ground-truth;(c) U-Net segmentation results;(d) DU-Net segmentation results;(e) MF³ResU-Net segmentation results.

From the whole images in Fig. 10, the results of MF³ResU-Net were closer to the ground-truth than other methods, which meant that our model was superior to the comparing methods. From the enlarged version of segment blocks, MF³ResU-Net could detect small vessels which were disturbed by complex background, but the small vessels in the results of comparing methods were blurred or disappeared. MF³ResU-Net also had a more obvious expression of vascular features, and could segment the subtle blood vessels that were not obvious. Fig. 11 shows the segmentation details of the two datasets. Fig. 11 the first line of the local details and the third line was show, the main blood vessels overlap area and adjacent to each other, the network must accurately segment this blood vessel, but in LadderNet [27].
when the blood vessel was unclear and there was a lot of noise interference, the blood vessel breaks when it was segmented. Obviously, our method had a better segmentation effect in this case, by as shown in Fig. 11 second and fourth lines. LadderNet only has U-Net’s common convolutional layer feature extraction function. With the increase of depth of network constantly pooling operation led to loss of a large number of local details. In contrast, in our method, Res paths were integrated into the neural network to better capture small-shaped blood vessels in the retina. The multi-module fusion operation not only deepen the depth of the convolutional network, but also made up for the loss of blood vessels in the deep learning network with the help of residual connection. MF²ResU-Net extracted more details of blood vessels in some connection areas than that in LadderNet, and achieved more ideal segmentation results in the segmentation of small blood vessels. Therefore, the multi-module fusion extraction convolutional neural network based on the initial module could make the features of small retinal vessels more discriminative.

![Fig. 11. Detail comparison of segmentation results.](image)

We also compared our method with several published state-of-the-art approaches which were proposed recently. From Table 6 and 7, we summarize the type of algorithm, year of publication, and performance on DRIVE and CHASE DB1 dataset. We could see that our model achieved the highest values on Sen, Spe, ACC and AUC for the dataset of DRIVE, which were 0.8013, 0.9842, 0.9700 and 0.9797 respectively. Table 5 shows the statistical results of the methods on dataset of CHASE. Thus, proposed method achieved the highest values on Sen, F1, ACC and AUC,
which were 0.8102, 0.8142, 0.9776 and 0.9837 respectively. These meant that the segmented results by $\text{MF}^2\text{ResU-Net}$ were more accurate than the results of comparing methods.

Table 6. Performance indicators of different algorithms in the DRIVE dataset. N.A: not available by their authors.

<table>
<thead>
<tr>
<th>Models</th>
<th>DRIVE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Years</td>
</tr>
<tr>
<td>Li et al. [28]</td>
<td>2016</td>
</tr>
<tr>
<td>Orlando et al. [29]</td>
<td>2017</td>
</tr>
<tr>
<td>R2U-Net [30]</td>
<td>2018</td>
</tr>
<tr>
<td>MS-NFN [31]</td>
<td>2018</td>
</tr>
<tr>
<td>DEU-Net [32]</td>
<td>2019</td>
</tr>
<tr>
<td>Mou et al. [33]</td>
<td>2020</td>
</tr>
<tr>
<td>MSFFU-Net [34]</td>
<td>2020</td>
</tr>
<tr>
<td>MF$^2\text{ResU-Net}$</td>
<td>2021</td>
</tr>
</tbody>
</table>

In general, the proposed model was superior to the comparing retinal vascular segmentation algorithms. Concretely, Li et al. [28] extracted an image patch with a size of 16 × 16, which might fall into the flat area, thus it was not a good choice for a high-resolution dataset. Orlando et al. [29] used fully connected conditional random field model for blood vessel segmentation, but labeling all blood vessels was a challenge. The methods proposed in recent years, such as literature [30-36]. Although the performance was desirable, the training procedure was complicated, although these methods reached new state-of-the-art performance in some metrics, which was not practical for real application. A modified MF$^2\text{ResU-Net}$ model acts as a soft and rapid automation system to provide the ophthalmology with primary information and knowledge about the blood vessels, such as size, tortuosity, crossing, lesions structure, hard and soft exudates. This model could not uproot the role of the ophthalmology doctors, but it could help doctor’s early diagnosis, and increased the result accuracy. We also planned to extend our MF$^2\text{ResU-Net}$ to other vessel segmentation, aiming to obtain more accurate results in medical image analysis tasks. This would be a fruitful area for further work.

Table 7. Performance indicators of different algorithms in the CHASE DB1 dataset.

<table>
<thead>
<tr>
<th>Models</th>
<th>CHASE DB1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Years</td>
</tr>
<tr>
<td>Li et al. [28]</td>
<td>2016</td>
</tr>
<tr>
<td>Orlando et al. [29]</td>
<td>2017</td>
</tr>
<tr>
<td>R2U-Net [30]</td>
<td>2018</td>
</tr>
<tr>
<td>MS-NFN [31]</td>
<td>2018</td>
</tr>
<tr>
<td>DEU-Net [32]</td>
<td>2019</td>
</tr>
</tbody>
</table>
4. Conclusions

In this paper, we presented a novel residual neural network based on U-Net for retinal vessel segmentation. The experimental results proved that the method succeeded both absolutely and in comparison, with nine other state-of-the-art similar methods using two well-known publicly available datasets. The proposed method encompasses many elements that wholly contribute to its success. To refine segmentation feature of retinal vessel, we used residual path to connect encoder and decoder of U-Net, and ASPP was used between encoder and decoder to obtain global feature. To improve the segmentation, multi-model was employed based on ResU-Net blocks. To test the performance of our model, ablation and comparison experiments were conduct in experimental section with criteria of Sen, Spe, F1, ACC and AUC on the datasets of DRIVE and CHASE. The experimental results demonstrated that the proposed algorithm could obtain best values on the most criteria, and the segmentation results shown that our model was more robust than the comparing methods on the complex background, which means that MF²ResU-Net was superior to the comparing methods in retinal vessel segmentation on DRIVE and CHASE DB1.
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