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ABSTRACT 

 Appropriate cluster head selection can significantly reduce energy 

consumption and enhance the lifetime of the WSN. The choice of cluster heads, which is 

a pivotal step in the cluster-based algorithm, can seriously influence the performance of 

the clustering algorithm. Under normal circumstances, whether a node can be a cluster 

head or not depends not only on its energy level but also on the other factors such as 

energy consumption, channel lost, neighbor density, etc. In this sense, the selection of the 

cluster head can be regarded as a multiple criteria decision-making issue. This paper 

presents an Energy efficient Cluster Head selection using Fuzzy Logic (ECHFL) 

protocol, which combines the approaches of the fuzzy and IDA-star algorithm. This 

protocol selects the appropriate cluster head by using fuzzy inference rules. It uses three 

parametric descriptors such as residual energy, expected residual energy, and node 

centrality for the cluster formation and cluster head selection processes. These parameters 

contribute mainly for avoiding over-dissipation of energy in the network by selecting the 

suitable cluster head for the network. This protocol shows how fuzzy logic can be used in 

the cluster formation process to distribute the tasks and energy consumption over all the 

nodes. As a summary, the proposed protocol gives good performance results in 

comparison with the other protocols.  

Keywords: Clustering, Routing, Sensor Networks, Fuzzy Logic, Energy Efficiency  



1 INTRODUCTION 

 The lifetime of sensor networks depends on the nodes energy level which is an 

essential factor for efficient data gathering. The energy consumption of nodes should be 

balanced during the routing process. The objective of any routing algorithm is to 

minimize the total energy dissipation of the network with the constraint of non-uniform 

energy depletion of nodes. The quick depletion of an energy level of critical nodes causes 

a network partition which affects the data collection process from the environment. Also, 

it leads to change in the lifetime of the network. These issues create many challenges in 

the design of sensor networks. Hence the objective of any routing algorithm must balance 

the energy consumption of nodes in the network. The algorithm should minimize the 

energy consumption of the network by adjusting the energy consumption of individual 

nodes in the network.  The optimization of energy efficiency and energy balancing 

simultaneously is a hard problem. However, an optimal solution should be obtained. 

(Haifeng Jiang et al. 2013).   

 Sensor networks based on clustering architecture have various advantages. It 

minimizes the energy consumption and prolonging the network lifetime. Also, it supports 

efficient data aggregation, increasing the scalability, fault-tolerant data transmission, and 

collaborative signal processing. Compared to other nodes in a cluster, cluster head 

consumes more energy. This is due to its additional process of compressing and 

aggregating the data collected by each sensor node and then transmitting to the base 

station. Hence it is essential to optimize the energy consumption level of cluster heads by 

allowing it to communicate with the base station in a multi-hop fashion. By finding an 

appropriate cluster head selection mechanism, the energy consumption of cluster heads 

can be reduced and also will enhance the lifetime of the network. In any clustering 

algorithm, the selection of cluster head is playing an important role which can influence 

the performance of those algorithms. A node cannot be chosen as cluster head based on 

the energy level but also considers other parameters like neighbor density, channel 



bandwidth, communication radius, etc. Hence the cluster head selection process is a 

decision-making process which should consider many parameters for a node to become a 

cluster head. (Teng Gao et al. 2012).   

2 PREVIOUS WORKS 

 LEACH-B (LEACH-Balanced) is a popular energy efficient clustering protocol 

in sensor networks. It overcomes the drawback of LEACH like fluctuations in finding 

some cluster heads and the residual energy level of nodes. Here a new round of selection 

of cluster head is introduced which considers the residual energy level of nodes. It selects 

a random number between 0 and one like as LEACH protocol. Then it calculates the 

value of threshold by using the following formula.   
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 As per the values of node's residual energy, the candidate cluster heads are ordered 

in decreasing order. Finally (n*p) cluster heads are considered. The remaining cluster 

heads are resumed as a normal node. Thus the generation of an optimal number of cluster 

heads is guaranteed. LEACH-B protocol achieves the balanced behaviors among energy 

consumption and generation of an optimal number of cluster heads which prolongs the 

lifetime of the network than basic LEACH protocol.     

 The protocol FEAR (Fuzzy Energy Aware tree-based Routing) increases the 

lifetime of the network by restricting the energy consumption of nodes. Also, it enhances 

the existing tree structured routing protocols. It ranks the nodes in the network by using a 

fuzzy based mechanism. The mechanism ensures that each node should correctly 

associate with its suitable neighbor nodes during the tree construction phase. FEAR gives 

a promising solution for routing and also it prolongs the lifetime of the network even in 



the case of network failure. A list of neighbor nodes of each node is maintained to use the 

links of neighbors. It has various phases like sink-rooted tree construction, message 

transmission and node/link failure problem recovery. It decreases the power consumption 

of nodes up to 70% and reduces the control overhead up to 70% as compared with other 

related works. (Iman Al-Momani & Maha Saadeh 2011)  

 Hakan Bagci & Adnan Yazici (2013) addressed the hot spots problem by 

decreasing the workload of cluster heads in intra-cluster which has low remaining energy 

level or which is very close to the base station. They proposed an algorithm named Fuzzy 

Energy Aware Unequal Clustering Algorithm (EAUCF) which uses fuzzy logic to 

estimate the radius of each cluster head. The results of EAUCF are compared with 

LEACH, Cluster-Head Election Mechanism using Fuzzy Logic and Energy-Efficient 

Unequal Clustering. It performs better than other algorithms regarding various metrics 

like energy efficiency, number of nodes alive and throughput. The authors concluded that 

EAUCF is a stable energy efficient mechanism that can be better applicable in most WSN 

application environments.  

 Ying Zhang et al. (2017) proposed an energy efficient distributed clustering 

algorithm which uses the fuzzy approach with non-uniform distribution (EEDCF) 

mechanism. The authors considered nodes' remaining energy level, nodes' degree and 

neighbor nodes' residual energy as input parameters for cluster head selection. The 

Takagi, Sugeno, and Kang (TSK) fuzzy model is used in their inference system to make 

the quantitative analysis more reasonable.  Using the TSK inference system, the 

probability of a node becomes a cluster head is calculated in a distributed manner. The 

performance results show that EEDCF outperforms as compared with other methods in 

various aspects like data transmission, energy consumption and lifetime of networks.  

3 THE PROPOSED SCHEME 



 In wireless sensor networks, the network lifetime is improved by choosing an 

appropriate cluster head, and the selection needs an efficient algorithm to reduce the 

energy consumption. The proposed ECHFL(Energy efficient Cluster Head selection 

using Fuzzy Logic) algorithm efficiently increases the lifetime of the network, and its 

methodology is divided into three phases, namely Cluster Formation, Cluster Head 

Selection, and Data Transmission.    

3.1 Cluster Formation 

 In the proposed system, cluster formation is done with the help of Fuzzy C 

Means (FCM) clustering algorithm. FCM is a data clustering technique wherein each data 

point belongs to a cluster to some degree that is specified by a membership grade. It 

provides a method that shows how to group data points that populate some 

multidimensional space into a specific number of different clusters. In FCM algorithm, 

the input parameters to be given are data points (x, y) that are the position of sensor nodes 

and the number of clusters C. The output obtained from the algorithm will be the 

formation of the number of clusters. The FCM algorithm consists of the following steps: 

Step 1:  The position of the sensor nodes and the number of clusters C are given as 

input to this algorithm, where 2 ≤ C ≤ N. The position of the nodes can be 

given by loading a dataset which consists of different data points.  

Step 2:  Initialize the membership matrix U(t) by using the following membership 

function (µ ij).  
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Where dij is the distance between ith data and jth cluster center. The value dij can be 

calculated as ||xi – yi|| and ||xj – yj||. m is the fuzziness exponent with its initial value 2. µ ij 

is the value of the membership function of the ith pattern belonging to the jth cluster.  

Step 3:  After initializing the membership matrix (U(t)), compute the new  center matrix 

using the following formula 
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where Wj is a function which can position the center of the clusters to be formed. 

Step 4:  Compute the new membership matrix (U(t+1)) by using Equation  (6.1) for the 

newly formed clusters 

Step 5:  Repeat the steps 2 to 4 until ||U(t+1) – U(t)||<    where   is a fixed threshold 

value and then record the cluster centers. The FCM algorithm is shown in 

Figure 1. 



 

Figure 1 FCM cluster formation 

3.2 Cluster Head Selection 

 After the cluster formation, an appropriate cluster head is to be selected for 

each cluster. In this regard, the fuzzy approach is used for cluster head selection. The fuzzy 

approach is used to calculate the value of the fitness function (chance of node S) that depends 

on the residual energy RE(S), the expected residual energy ERE(S) and the node centrality 

NC(S). Figure 2 shows the fuzzy approach with three input variables RE(S), ERE(S) and 

NC(S) with one output chance(S). The universal of disclosure of the variables RE, ERE, NC 

and chance are [0..1]. ECHFL uses three membership functions for each input and seven 

membership functions for the output variable as shown in Figure 3.  



 

Figure 2 Fuzzy Structure with three inputs and one output 

 It is based on three descriptors like residual energy, expected residual energy 

and node centrality. Residual Energy (RE) is the overall energy level available in each 

sensor node. Expected Residual Energy (ERE) explains the amount of energy consumed 

during routing path establishment. Expected Residual Energy is the subtracted value of 

residual energy and energy consumption. Node Centrality (NC) is a value that classifies 

the nodes based on how central the node is to the cluster. In the proposed model, three 

attributes of each Cluster Head (residual energy, expected residual energy, and node 

centrality) are given as an input to the Fuzzy Inference System.  

Table 1 Fuzzy Rules 

Rule 
Antecedent (IF) Consequent (THEN) 

RE ERE NC Chance  

Rule 1 Low Excellent Close  Small 

Rule 2 Low Excellent Adequate Rather Small 

Rule 3 Low Excellent Far Very Small 

Rule 4 Low Good Close Small 

Rule 5 Low Good Adequate Rather Small 

Rule 6 Low Good Far Very Small 

Rule 7 Low Poor Close Small 

Rule 8 Low Poor Adequate Rather Small 

Rule 9 Low Poor Far Very Small 

Rule 10 Medium Excellent Close Rather Large 

Rule 11 Medium Excellent Adequate Medium 



Rule 12 Medium Excellent Far Small 

Rule 13 Medium Good Close Rather Large 

Rule 14 Medium Good Adequate Medium 

Rule 15 Medium Good Far Small 

Rule 16 Medium Poor Close Rather Large 

Rule 17 Medium Poor Adequate Medium 

Rule 18 Medium Poor Far Small 

Rule 19 High Excellent Close Very Large 

Rule 20 High Excellent Adequate Large 

Rule 21 High Excellent Far Rather Large 

Rule 22 High Good Close Very Large 

Rule 23 High Good Adequate Large 

Rule 24 High  Good  Far Rather Large 

Rule 25 High Poor Close Very Large 

Rule 26 High Poor Adequate Large 

Rule 27 High Poor Far Rather Large 
 

 These attributes are chosen as input parameters because they are the factors 

directly influencing energy dissipation and network lifetime. The proposed system 

defines three input linguistic variables for representing each parameter into three levels: 

low, medium and high for residual energy; and close, adequate and far for the node 

centrality; and excellent, good and poor for expected residual energy. The output 

linguistic variable of a chance to become a cluster head uses seven linguistic variables 

which include small, very small, rather small, medium, rather large, large and very large. 

The proposed system uses 27 rules for selecting the chance of a node to become a cluster 

head. Table 1 shows the Fuzzy rules used in ECHFL.  
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Figure 3 Membership Graph for three inputs and one output 

 Triangular and trapezoidal membership functions are used for fuzzification 

method. Defuzzification converts the fuzzy value to a crisp number, and the way used 

here for defuzzification is center of gravity method given by  
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Where Uk is the output of rule base k, and Ck is the center of the output membership 

function for the n rule base number. In this way, the chance to become a cluster head can 
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be calculated for all the nodes within the cluster. The node that has the highest chance 

value can be selected as cluster head as shown in Figure 4. 

 

Figure 4 Cluster head selection using the fuzzy approach  

3.3  Data Transmission 

 After the cluster head selection, the data transmission can be done by using the 

IDA-Star algorithm. This algorithm is a widely used graphic searching algorithm. It is 

also a highly efficient heuristic algorithm used in finding optimal cost between source 

and destination. It can be used to reduce memory usage, and it also supports to prolong 

the network lifetime since it reduces the amount of memory needed for transmission. 

There are two different lists are maintained in IDA-Star algorithm which is OPEN List 

and a CLOSE List.  The OPEN list can be viewed as a priority queue, and it contains a 

sequence of nodes. It selects the next node which has the least value of the evaluation 

function. The CLOSE list contains a sequence OPEN list initially. Then it checks whether 



it is the target node. If so, the algorithm is stopped. Otherwise, the value of the evaluation 

function of all its neighbor nodes is calculated. Also, those nodes are added in the OPEN 

List.  A solution will be obtained after the completion of the IDA star algorithm. If the 

solution is not obtained, the IDA star algorithm chooses the low-cost path as the final 

path. The IDA star algorithm depends on the value generated from the cost evaluation 

function. The steps followed in the IDA star algorithm are   

Step 1: Put the source node src. Cost (src) is added to the OPEN list. Let the CLOSE list 

be empty.   

Step 2: If the OPEN list is empty, set the initial threshold (t). 

Step 3: Otherwise, remove the first node n from OPEN list and add it to CLOSE list. 

Step 4: If n is destination node, SUCCEED and return the path from the source node to 

n. 

Step 5: If the node n is not the destination, repeat Step 2. 

Step 6: Remove n from OPEN list and check whether it lies within the threshold level. If 

so, insert the child n' of n into an OPEN list so that f (n') <=t.  

Step  7: Repeat from Step 2 until the optimal path is established. 

 In this routing method, the base station prepares the routing schedule and 

broadcasts it to each node. The IDA-Star algorithm which is used to find the optimal 

route from the node to the base station is applied to each node. The IDA-Star algorithm 

creates a tree structure to search optimal routing path from a given node to the base 

station. The tree node is explored based on distance heuristic evaluation function f(n) 

which determines the order in which the search visits nodes in the tree. This heuristic 

evaluation function is a sum of two functions as follows. 



 fcost (n) = gsrccost(n)+hdescost(n)                                                                            (5) 

Where fcost (n) is the total cost of the path, gsrccost(n) is the actual cost from the source 

node to current node n, and hdescost(n) is the estimated cost of the optimal path from the 

current node n to the target node(destination node), which depends on the heuristic 

information of the problem area. In the proposed scheme, the value of g(n) function is 

equal to the node cost of node n. The intention is to forward data packets from cluster 

head to the next neighbor node which has higher residual energy, higher packet reception 

rate and distance to the base station. To achieve this, aggregated weight of the mentioned 

routing parameters is used. The aggregated weight of a next neighbor node is the sum of 

normalized weights of its routing metrics. It is defined as Equation 6  
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Where Eres(n) and Einit(n) are the residual and initial energy of node n respectively. Also, 

Nt(n) and Nr(n) are the numbers of transmitted and received packets respectively. α and β 

are the weight factors whose sum is equal to one. The parameter of node cost is related to 

the linear combination of two normalized metrics. The first parameter illustrates the 

residual energy of the next neighboring node n. This parameter is aimed to ascertain that 

the sensor nodes’ energy consumptions are balanced. The second parameter is the 

number of received packets in node n. This metric corresponds with the packet reception 

rate of the next node. In other words, maximizing this metric is equal to maximizing the 

packet transmission efficiency. As a result of taking this metric into account, the 

retransmission of data packets will be prevented which will significantly reduce the 

amount of energy consumption in the node. The value for hdescost(n) function can be 

calculated as follows 
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Where  BStonhcMin   is the minimum hop count from node n to the base station? To 

compute the minimum hop count from node n to the base station, the distance between 

node n and base station (Dn-to-BS) is calculated via Euclidean distance equation as follows: 

 22
BS-to-n )()(D BSnBSn yyxx                                                      (8) 

Where Dn-to-BS is equal to the Euclidian distance between the node n and base station. 

Moreover, the hop count from node n to the base station can be calculated as follows: 
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Where Dmax is the maximum transmission radius of the network. Thus, choose the 

neighbor node n which has the maximum evaluation function fcost(n). Figure 5 shows the 

routing process based on IDA-Star algorithm. 



 

Figure 5 IDA–Star algorithm for Routing 

4  SIMULATION AND RESULTS 

4.1 Simulation Study 

 This work is simulated using Matlab 7.10 and NS 2.32. To evaluate the 

performance of the ECHFL protocol in a realistic scenario, the sensor nodes are deployed 



randomly and compared with routing protocols     LEACH-B, FEAR and ASEER. The 

parameter settings of the ECHFL are tabulated in Table 2.  

Table 2 Parameter settings for simulation 

        Parameter   value 

Number of nodes 50-400 

Area of deployment 100x100 m2 

Initial energy of a node 2 joules 

Transmission range 20m 

Length of the packet 1000 bits 

Base Station Location (50,150) 

Mobility Speed  5-30m/s. 

Mobility model RWP 

Energy Consumption Model First Order Radio Model 

Energy consumption for data 

aggregation 

5 nJ/bit/message 

Amount of energy needed to transmit 

one bit of information 

50nJ/bit 

Amount of energy spent on 

Amplification in Free Space Propagation 

  

10 pJ/bit/m2  

Amount of energy spent on 

Amplification in Multi-Path Propagation 

  

0.0013 pJ/bit/m4  

 

4.2 Results and Discussion 



 This section presents the performance results of the designed ECHFL protocol 

compared with various other existing protocols such as LEACH-B, FEAR and ASEER 

obtained through simulation. The results are measured in terms of the number of nodes 

alive, node energy dissipation, end-to-end delay, packet delivery ratio and hop count.   
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Figure 6 Network lifetime comparison in terms of alive nodes 

 Figure 6 shows the number of alive nodes comparison for all routing protocols 

with ECHFL. From the simulation results, it is observed that up to 400 rounds nearly 340 

nodes were alive in the ECHFL protocol. Even after 1000 rounds, approximately 135 

nodes are alive in the ECHFL protocol, since the network lifetime is directly related to 

the energy dissipation of the nodes. Also, the ECHFL protocol used the residual energy 

and expected residual energy for cluster head selection among the sensors to avoid 

draining the battery of any one sensor node in the network. In this way, the energy load 

of being a cluster head is evenly distributed among the nodes. Hence, the lifetime of the 

ECHFL protocol is longer than the other protocols. But in the case of different protocols, 

the number of nodes alive is from 230 to 300 for 400 rounds and from 20 to 100 after 

1000 rounds.  

*Proposed 
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Figure 7 Comparison of node energy dissipation 

 Figure 7 shows the simulation results of node energy dissipation of the 

LEACH-B, FEAR, and ASEER with the ECHFL protocol. The ECHFL has lower node 

energy dissipation compared to that of the other protocols. The node energy dissipation of 

the ECHFL is 0.2 joules for 200 rounds and 1.5 joules after 1000 rounds because ECHFL 

chooses the next hop nodes which presumably have more residual energy and more 

packet reception rate. But the other protocols spent more than 0.3 to 0.6 joules for 200 

rounds and from 1.6 to 1.9 joules after 1000 rounds since the heuristic function used in 

IDA-star algorithm depends on the residual energy and distance to the base station.   

 Figure 8 shows the packet delivery ratio of all the protocols for 200 rounds for 

static network condition, compared with the ECHFL protocol. It is observed that the 

delivery ratio of the proposed protocol ECHFL is 65 % for a network size of about 200 

nodes. The ASEER protocol also has a good packet delivery ratio of about 62%. For all 

other protocols, the packet delivery ratio is only between 50% and 55%. For a network 

size of about 400 nodes, the packet delivery ratio of the ECHFL is also nearly 55%, but 

for the other protocols, it is only from 26 to 44% because ECHFL uses packet reception 

rate as one of the factors in heuristic evaluation factor in IDA-star algorithm.   

*Proposed 
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Figure 8 Packet delivery ratio in static network 
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Figure 9 Comparison of end-to-end delay 

 Figure 9 shows the end-to-end delay comparison for different routing 

protocols. ECHFL protocol exhibits 3s end-to-end delay for nodes having the mobility 

speed of 15m/s, whereas the other protocols have an end-to-end delay from 3.7s to 5.2s. 

This is due to the consideration of the distance between the cluster head to the base 

*Proposed 

*Proposed 



station in heuristic evaluation function determination. Also, it is observed that ECHFL 

has a less end-to-end delay of 5.9s for nodes having the mobility speed of 25m/s. But the 

protocols FEAR and ASEER have an end-to-end delay of 6.8s and 8.5s respectively. 

There is a possible delay during the cluster formation and cluster head selection process. 

But in ECHFL, with the use of the threshold based IDA star algorithm, the delay is 

reduced. Due to the fixed calculation time irrespective of the nodes in a cluster, the delay 

is reduced.  
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Figure 10 Hop Count Comparison 

 Figure 10 shows the hop count of the different routing protocols. While 

executing for 100 numbers of nodes, the number of hops for the best route is 5 whereas, 

for the other protocols, the number of hops is 8, 9 and 11 for LEACH-B, FEAR, and 

ASEER respectively, due to the optimal selection of the next hop node using IDA-Star 

algorithm. This leads to the elimination of unsuitable neighbor nodes. As a consequence 

of this, the hop count is minimum in the ECHFL protocol. Thus the proposed protocol 

achieves path optimality. The average hop count of ECHFL is 11, but in the case of the 

other protocols, it is 14, 17 and 21 respectively.   

   

*Proposed 



5 CONCLUSION 

 The proposed protocol selects the appropriate cluster head by using fuzzy 

inference rules. It aims at balancing energy consumption of the whole network and 

extends the network lifetime by balancing the energy consumption of the cluster heads. 

The system is simulated by Matlab and NS2 platform, and the simulation results indicate 

that the energy efficiency and the lifetime of the network are both better than those of the 

other protocols. Also, the proposed algorithm uses three parametric descriptors such as 

residual energy, expected residual energy, and node centrality for the cluster formation 

and cluster head selection process. These parameters contribute mainly for avoiding over 

dissipation of energy in the network by selecting the suitable cluster head for the 

network. The proposed system shows how fuzzy logic can be used in the cluster 

formation process to distribute the tasks and energy consumption over all the nodes. 

Creating equilibrium and uniformity and increasing network life time is the outcome of 

using fuzzy logic. The IDA star algorithm provides energy efficient optimal path for data 

transmission from the source node to the base station through the energy-aware heuristic 

evaluation function. The future extension of the system will be to adjust the shape of the 

used parameters or to use different parameters to achieve the additional improvement in 

the network lifetime and energy consumption of the network.   
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