**Supplemental Methods**

### **Bayesian Unequal-variance *t*-tests**

All statistical computations were performed in R (R Core Team, 2020). When comparing continuous variables between autistic and neurotypical groups, we utilized a Bayesian *t*-testsimilar to the BEST procedure proposed by Kruschke (2013). However, a notable difference is that in our model, priors were not dependent on the data, dependent variables were standardized (*M* = 0, *SD* = 1). The standardized outcome was fit to an unequal-variances *t*-test model in the *brms* R package (Bürkner, 2017), with a Normal(0, 1) prior on regression coefficients (i.e., the intercept term, mean difference between groups, and mean difference in log(σ) between groups), a Normal(0, 1) prior on log-transformed standard deviation parameters for each group, and a Gamma(2, 0.1) prior on ν, the degrees of freedom of the *t-*distribution. Posterior distributions of the parameters were based on 40,000 post-warmup MCMC draws from five Markov chains. The primary parameter of interest was the standardized mean difference between groups (i.e., Cohen’s *d*, calculated as the difference in means divided by the square root of the pooled variance), which we summarized using the posterior median and 95% highest-density credible interval (CrI). The Savage-Dickey density ratio (Wagenmakers et al., 2010) was used to calculate a Bayes factor testing the hypothesis that *d* = 0.

### **Bayesian Chi-squared Tests**

Sex was compared between the autistic and neurotypical groups using the Bayesian equivalent of a Chi-squared test, which assessed the hypothesis that the proportion of females in the two groups was equal. The proportions of females in each group were compared using default Gûnel-Dickey Bayes factors for contingency tables (as implemented in the BayesFactor R package; Morey & Rouder, 2018) based on the independent multinomial sampling scheme (Gûnel & Dickey, 1974; Jamil et al., 2017). In this test, the number of individuals in each diagnostic group (autistic and neurotypical) is treated as fixed, and cell counts are multinomially distributed within each row of the contingency table. A Dirichlet prior with parameters is placed on the parameters of each multinomial distribution, and the analytically derived Bayes factor provides evidence for or against the null hypothesis of equivalent distributions between groups. In addition, we calculated the odds ratio (OR) along with its 95% CrI using 15,000 Monte Carlo samples from the joint posterior distribution of the model parameters.
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