Early Biochemical Analysis of COVID-19 Patients Helps Severity Prediction
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Abstract

COVID-19 pandemic has put the protocols and the capacity of our Hospitals to the test. The management of severe patients admitted to the Intensive Care Units has been a challenge for all health systems. To assist in this challenge, various models have been proposed to predict mortality and severity, however, there is no clear consensus for their use. In this work, we took advantage of data obtained from routine blood tests performed on all individuals on the first day of hospitalization. The test has been done by standardized cost-effective technique available in all the hospitals. We have analyzed the results of 1082 patients with COVID19 and using artificial intelligence we have generated a predictive model based on data from the first days of admission that predicts the risk of developing severe disease with an AUC = 0.78. Our results show the importance of immature granulocytes and their ratio with Lymphocytes in the disease and present an algorithm based on 5 parameters to identify a severe course.

This work highlights the importance of studying routine analytical variables in the early stages of hospital admission and the benefits of applying AI to identify patients who may develop severe disease.

Introduction

COVID-19 is an infectious disease produced by the coronavirus SARS-CoV-2 (Severe Acute Respiratory Syndrome Coronavirus 2). The first outbreak was reported in a seafood market in Wuhan, (Hubei province, China) and the World Health Organization (WHO) declared the situation a public health emergency of international concern on January 30th, 2020 and as a pandemic on March 11th.

COVID-19 disease has a wide clinical spectrum. A relevant proportion of infected individuals is asymptomatic, while others develop from mild symptoms, such as low-grade inflammation, fever and cough, to severe symptoms, that include respiratory failure, metabolic acidosis, coagulopathy, septic shock and multiorgan failure [1]. Although it is a rapidly changing scenario, based on current data, most people infected by the SARS-CoV-2 virus present a mild disease. Besides, depending on the study, different proportions of severe and critical patients, as well as mortality rates have been reported. In the case of Spain, a work that included 4035 hospitalized COVID-19 patients from 127 centres, reported 18.5% intensive care unit (ICU) admission and one-month mortality of 28%, which raised to 42.4% among ICU patients [2]. Prediction of the clinical course of each individual becomes a priority to optimize both the personalized treatment of each patient and the use of the medical resources.

Several works have tried to identify risk and prognostic factors based on demographic, epidemiologic, genetic, and clinical variables [2–6], and several models have been proposed for mortality and severity prediction, but they present diverse outcomes and no consensus has been reached yet on their application[7].

With this in mind, in this work, we took advantage of the routine blood tests performed on all individuals on the first day of hospitalization and analyzed the results of 1,082 COVID-19 patients generating a predictive model, based on these first-day data, that allows us to efficiently predict the course of the
disease. Our results also highlight the importance of the immature granulocytes and their ratio with lymphocytes as parameters to be studied.

**Methods**

This study has been conducted at the Donostia University Hospital, which covers the region of Gipuzkoa (Basque Country, Spain), with a population of 720,000 inhabitants. Data of the first blood analysis after the COVID-19 diagnosis have been retrieved from the clinical records. The inclusion criteria were having a SARS-CoV-2 positive PCR between February and April 2020 and being admitted to the hospital. Demographic data and variables are presented in Tables 1 and 2. The data has been obtained anonymously and the follow-up has been done until 30 days after the discharge of the hospital. The project has been approved by the Ethical Committee from the hospital (PI2020076).

The severity categorization was done *a posteriori* according to [8]. “Severe cases” were defined as the ones meeting any of the following criteria: (1) Respiratory distress (≧30 breaths/min); (2) Oxygen saturation≤93% at rest; (3) Arterial partial pressure of oxygen (PaO2)/fraction of inspired oxygen (FiO2)≦300mmHg. Those patients that did not meet any of the conditions were considered “Non-severe cases”.

Continuous variables have been described by the mean, minimum and maximum data, while categorical variables have been described by the number of cases and percentages. For the continuous variables, the comparison of the means has been done using T-test, when the variables were normally distributed, and Mann-Whitney-Wilcoxon (2 categories) / Kruskal-Wallis (>2 categories) tests for the non-normally distributed. For the categorical variables, Chi-squared and Cramér’s V index test were applied. The fold change (FC) was calculated for the variables that had a mean value out of the normal range. For increased variables, the mean value was divided by the maximum value of the normal range, and in those below the normal range, by dividing the minimum value of the normal range by the mean value. FC values >|2| and a p-value lower than 0.05 were considered relevant. All statistical analyses have been done using R (R.3.6.3)[9]. Statistical significance was defined as follows: p<0.05*, p<0.01** and p<0.001***.

We used AutoDiscovery (Butler Scientics) for a stratified feature selection and to generate our final classification model. Briefly, a data set of 42 features with the data of 1,082 patients was constructed and 37 of these variables were chosen for the analysis [33 variables identified plus age group, sex, severity and the Lymphocyte to Immature Granulocyte ratio (L/IG)]. This L/IG ratio has been included based in clinical observation and in the analysis of our data. The next step was an automated data exploration, where the association and correlation between the variables were analyzed (AutoDiscovery Strength Score) to avoid model overfitting and to identify the patient's features that were more associated with the predictive goal. In this specific case, the association of the variables with the severity variable was evaluated and one of the correlated pair of variables was removed, if any. To do that, AutoDiscovery selected the proper numerical method based on the data type and distribution of the variables assessed.
Numerical tests applied in each case are Spearman’s Rank Correlation, Variance Analysis (ANOVA one-way, U Mann-Whitney, and Kruskal-Wallis; normality was tested in these cases with D’Agostino/Pearson methods), and Cramer’s V Contingency Index.

This massive data exploration process was carried out systematically for each patient group (stratum), considering only those correlations evaluated in a data subset with \( n \geq 5 \), two-tailed \( p < 0.05 \) and Spearman’s rank correlation coefficient > 0.8 to be relevant.

Given the nature of this multiple testing method, a high significance threshold was calculated based on Benjamini-Hochberg method (False-Discovery Rate) to classify the rest associations.

The Feature Selection process, where, based on Recursive Feature Elimination (RFE) and the AutoDiscovery Strength Score, age decade and the Lymphocytes to Immature Granulocyte ratio were added as variables for the model.

The model was trained and evaluated using three models: Top-5, Top-10 and Top-18 (using the 5, 10 and 18 most significant variables), plus Age group and L/IG). The training and evaluation processes included the utilization of multi-class classifiers, such as Decision Trees, Logistic Regression, Naive Bayes, K-Neighbors, SVM and Random Forest. The Model Training step is described in Figure 1, using the 60% of the samples for training, a 20% for validating and the final 20% for the testing, where the most optimized accuracy is obtained. Finally, a Cross-Validation method is applied to decrease overfitting impact.

The results of all these steps are the Confusion Matrix, the accuracy and the ROC curve of each of the three Top models.

**Results**

The sex, age and clinical data of the 1082 participants are presented in Table 1. The incidence of severe cases, ICU admission and deceased patients was significantly higher among male individuals. A higher percentage of severe cases was reported with increasing age, while it is reduced in nonagenarians when compared to octogenarians (\( p\text{-value} = 0.04 \)) (Figure 2).

### Table 1. Demographic and clinical data of the study cohort. Percentages for the first column were calculated for the total number of patients (1082). The percentages shown for Females and Males were calculated with respect to the total number of patients in each of the conditions, and the \( p\text{-value} \) was calculated for these comparisons. ICU = Intensive care Unit.
The mean value of most of the variables was in the normal range, only 4 of them have a fold change > |2|. Patients have more D-dimer, Ferritin, IL-6, and remarkably, 10.03 times more C-reactive proteins (Table 2).

**Table 2.** The normal range of the study variables and the data from COVID-19 patients were compared. Fold change was calculated when the mean value of patients was above the maximum or below the minimum value of the normal range.
To determine if any of these variables could be good predictors of disease severity, patients were grouped based on their severity outcome. Notably, as shown in Table 3, we found that 32 out of the 33 variables tested were significantly different between severe and non-severe cases. Eleven variables show lower values in severe group, 21 were increased. There was a strong statistical significance for most of the variables, with 26 variables with a p-value < 0.001. We also calculated the L/IG for all the patients. The obtained results demonstrate that there is a strongly significant reduction of the L/IG in the first blood analysis of patients that then develop a severe disease.

Table 3. Comparison of the study variables between the COVID-19 patients that have a “Non-severe course” and the ones that develop a “Severe disease”. 32 of the 33 evaluated variables are significantly different. For an easier visual interpretation of the results, analytes with lower values in severe patients are shown in white and the analytes with higher values in gray. The “Sample n” column indicates the number of data available for each analyte.
Since almost all variables appeared significantly different between severity groups, even if the mean value of most of them was in the normal range, it was decided to create a classification model to find the most relevant variables that would be able to predict the severity outcome of the patients at an early stage of the disease.

AutoDiscovery software was used for the creation of a predictive model. In the Automated Data Exploration step an association of almost all variables with severity variable was found. The ranking of the variables obtained in the Feature Selection step is shown in Fig 3, where the specific variables of each model are described.

Among all the multi-class classifiers, Random Forest showed the best performance. After the Cross-Validation process and the application of RFE, the results have shown an accuracy of around 60% for the three models, being the Top-5 the best model, with an accuracy of 67.33%. The Top-5 model also achieved the best confusion matrix and ROC curve (Figure 4).

**Discussion**
Our study showed higher severity, ICU admission and death rates among male patients (Table 1), in accordance with previously reports [10]. The age distribution of severe cases followed a very similar pattern to that reported in the Italian population, with an increasing severity with age and a maximum peak of severe cases in octogenarians, followed by a decrease of this percentage in nonagenarians. Besides, the ICU occupancy (critical patients) was also similar, resulting in a 5.5% in our analysis and a 5.3% in the Italian study. The mortality rate was also analogous to previous reports, which was 12.94% in the present study, close to the 11% estimated for the Spanish population in the literature[2].

We analyzed classical parameters recovered from blood analysis. In total, 33 variables were considered for the analysis, among which, only the absolute number of monocytes did not show significant differences between groups (Table 3). The analytical alterations observed in the biochemistry of COVID-19 patients are the reflection of the degree and the severity of multi-organ involvement [11], similar to what is observed in septic conditions of bacterial origin. These conditions commonly appear due to endothelial dysfunction and abnormal activation of the coagulation cascade, whose origins and mechanism are not completely understood yet [12].

It should be noted that the mean values of most of the analyzed variables were within normal ranges (Table 2), and their power as biomarker comes from the conjunction of the data more than from each data itself. This was indeed confirmed by AI algorithms that offer the opportunity to identify new variables that could be used as good predictors even when they are within normal ranges.

It is worth mentioning that sepsis – a complex and potentially lethal syndrome, in which an infection produces physiopathological changes that cannot be resolved to get back to homeostasis – is commonly associated with a bacterial infection. However, the trigger of the symptoms and analytical alterations characteristic of sepsis can have other origins, including viral infections. Sepsis cases originated by viral infections account for 1-33% of cases in adults, and it rises to 76% in pediatric patients [13]. Among the viral etiology of sepsis, the herpes simplex viruses, the enteroviruses, the human parechoviruses, the influenza viruses, the adenoviruses and the dengue virus have been well characterized, recently, cases of septic shocks have also been reported in patients infected with the SARS-CoV-2 virus[14]. Independently of the etiology, septic shocks are characterized by hyperinflammatory processes, with augmented IL-6 and other proinflammatory cytokines like IL-1beta, IL-2, IL-8 and IFN-alpha[15,16]. As reported in COVID-19, the cytokine storm is largely responsible for disease severity and it can have lethal outcomes[17].

Regarding the study of lymphocyte populations, a marked T-cell lymphopenia was reported in the literature in patients with severe disease. There was a decrease in the absolute number of CD4 lymphocytes, an increase in the percentage of naïve CD4+ lymphocytes and a decrease in the percentage of memory CD4 T lymphocytes. Besides, a decrease in regulatory T lymphocytes and an increase in subpopulation CD8+ and CD28+ T lymphocytes (suppressor cytotoxic lymphocytes) were found [13]. Likewise, a decrease in CD8+ lymphocytes [18] and an increase in exhausted CD8+ T lymphocytes have been shown, indicating that the proportions of the lymphocyte populations are different between severe and non-severe COVID-19 patients [11]. Accordingly, in our cohort, the percentage of lymphocytes also showed statistically significant lower levels in severe compared to non-severe patients. Other parameters
such as platelets, leukocytes, neutrophils, eosinophils, basophils and the percentage of monocytes showed statistically significant differences between severe and non-severe patients. These results are in accordance with what is reported in the literature [19].

A parameter that was initially little explored in COVID-19 disease and that has shown to have prognostic implications in bacterial sepsis is the number of immature granulocytes (IG) [20,21], suggesting that the dysregulation of the myeloid compartment plays a role in the physiopathology of the COVID-19 disease. In our study, IG was the variable that showed the greatest discriminatory weight, between those chosen by the AI algorithm. Automated hematology analyzers enable a rapid and cost-effective blood cell count can be performed in fresh blood avoiding artifacts in the populations studies due to congelation. The percentage of immature granulocytes obtained by this technique give us an approach to the presence of a higher production of myeloid-derived immature cells with suppression capacity (MDSCs). Interestingly, augmented MDSCs have been found in COVID-19 patients with a severe disease course [22–24]. It has been proposed that MDSCs expand their numbers under inflammatory stimuli and that they can explain, at least in part, processes such as L-arginine mediated lymphopenia [25].

Therefore, the observed inverse relation between lymphocytes and immature myeloid cells, the positive relation between absolute numbers of IG and IL-6 (previously reported in COVID-19 [23], and the physiopathological basis that explains, in part, the lymphopenia, led us to calculate the Lymphocyte to Immature Granulocyte ratio. Importantly, we found that this indirect measure of systemic inflammation was significantly decreased in patients that developed a severe COVID-19 disease when compared to the ones that only suffered a non-severe disease (Table 3). In line with our results, other authors found the immature neutrophil-to-VD2 (or CD8) T-cell ratio as an early marker for severe COVID-19 disease, predicting pneumonia and hypoxia onset. Moreover, it has been also reported, among other variables, a differential immature granulocyte to lymphocyte ratio between critical and non-critical COVID-19 patients, reinforcing the relevance of this measure [26].

The alterations in the studied variables turn out to be useful for the prediction of unfavorable clinical outcomes, with the help and the utilization of IA and Machine learning tools. The algorithm chose ferritin, troponin, D-dimer and triglycerides among the most powerful variables to predict severity, the model with 5 variables shows an AUC=0.78. This tool needs to be tested in the real world but shows promising utility as a clinical tool for predicting disease severity.

It is interesting how the algorithm, without receiving normality ranges data, nor data of clinical relevance, choose these parameters among best predictors, which are, precisely, related to myocardial injury[27], thrombotic phenomena[28] and features that resemble hemophagocytic syndrome, all potentially fatal in a short period and related to the hyperinflammatory state[29].

In conclusion, the present work highlights the importance of the study of analytic variables in the early phases of hospitalization by an easy and standard cost-effective technique present in all the labs. Our results also underline the benefits of applying AI methods to identify the best variables, even although they present values in normal ranges, to identify the best classifier. The prompt identification of the risk
group is essential to thoroughly follow them and implement the necessary analytical and clinical interventions.
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Figures
Figure 1

Schematic representation of the classifier analysis.

Figure 2

Age distribution of COVID-19 severity. For each of the age ranges the percentage of Non-severe and Severe cases are shown. Age is presented in years.
Figure 3

List of the variables of the three classifications models.
Figure 4

Classification models for the prediction of disease severity. The confusion matrix and ROC curves for the (A) Top-5, (B) Top-10 and (C) Top-18 models are shown.