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Abstract

Italy has experienced the epidemic of severe acute respiratory syndrome coronavirus 2, which spread at different times and with different intensities throughout its territory. We aimed to identify clusters with similar epidemic patterns across Italian regions. To do that, we defined a set of regional indicators reflecting different domains and employed a hierarchical clustering on principal component approach to obtain an optimal cluster solution. As of 24 April 2020, Lombardy was the worst hit Italian region and entirely separated from all the others. Sensitivity analysis - by excluding data from Lombardy - partitioned the remaining regions into four clusters. Although cluster 1 (i.e. Veneto) and 2 (i.e. Piedmont and Emilia-Romagna) included the most hit regions beyond Lombardy, this partition reflected differences in the efficacy of restrictions and testing strategies. Cluster 3 was heterogeneous and comprised regions where the epidemic started later and/or where it spread with the lowest intensity. Regions within cluster 4 were those where the epidemic started slightly after Veneto, Emilia-Romagna and Piedmont, favoring timely adoption of control measures. Our findings provide policymakers with a snapshot of the epidemic in Italy, which might help guiding the adoption of countermeasures in accordance with the situation at regional level.

Introduction

Italy is currently experiencing the epidemic of Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2), which emerged in two small geographical areas within the Lombardy and Veneto regions at the end of February, 2020 \(^1\). As of 24 April, Italy has the second highest number of documented SARS-CoV-2 infections in Europe, since there have been 189,973 confirmed cases and 25,549 deaths \(^2\). On 10 March, the Italian government has reacted to the epidemic by imposing control measures to the whole country, which included travel restrictions, quarantine and contact precautions \(^3,4\). Two weeks later, the government decided to adopt extraordinary measures to further restrict non-essential industrial productions and social interactions \(^3\). While such restrictions are still ongoing, the reported number of new infections has started to decline from the last week of March. Although previous studies have already estimated the efficacy of control measures in Italy \(^5,6\), not all Italian regions are in the same scenario. Indeed, several SARS-CoV-2 outbreaks occurred at different times and with different intensities throughout the Italian territory \(^2\). For this reason, it is necessary to evaluate the epidemic spread and its consequences region by region. This would be particularly important in planning the next phases of the management of SARS-CoV-2 epidemic, when some restrictions will be loosened.

To address this issue, we aimed to identify different clusters with similar SARS-CoV-2 epidemic patterns across Italian regions. Clustering represents an important data mining methods for uncovering relationships in multivariate datasets \(^7\). The two most common clustering approaches are hierarchical clustering (i.e. used for identifying groups of similar observations in a dataset) and partitioning clustering...
(i.e. used for splitting a dataset into several groups) \(^7\). In the case of multidimensional dataset containing multiple continuous variables, the Principal Component Analysis (PCA) can be used to reduce the dimension of the data into few continuous variables comprising the most important information in the data \(^8\). Thus, we employed a Hierarchical Clustering on Principal Components approach, which combines three standard methods (i.e. PCA, hierarchical clustering and k-means algorithm) to obtain a better cluster solution \(^9\).

**Results**

In Figure S1 we present the results of correlation analysis between indicators defined to characterize the SARS-CoV-2 epidemic across Italian regions (Table 1). As expected, indicators were strictly interrelated and correlated with each other, with a few exceptions. Indeed, some regional (i.e. mean age, proportion of men, and aging index), temporal (i.e. days to reach maximum number of new infections, hospitalizations, and ICU patients) and trend indicators (i.e. increment of recovered patients on 24 April) did not correlate with others.

Subsequently, we applied the PCA to reduce this dataset of highly correlated variables into three uncorrelated PCs, which cumulatively explained 81.6% of total variance. The number of PCs to be retained was chosen by visual inspection of the Scree plot (Figure S2) and eigenvalues \(\geq 3\). In Figure S3a we summarize how each initial variable loaded on PCs: PC1 explained the highest variance among PCs (62.3%) because of high correlations with intensity, trend and regional indicators; PC2 explained 10.6% of variance and was negatively correlated with temporal indicators and positively with regional indicators; PC3 explained 8.7% of variance and was mostly loaded by regional indicators. In Figure S3b we present a three-dimensional Score plot, which illustrates how Italian regions were distributed on PCs. Notably, Figure S3b does not indicate a clear separation in the data but points out that Lombardy was a potential outlier.

Based on the hierarchical clustering, we obtained the dendrogram depicted in Figure 1a, which facilitates the interpretation of the structure of data. As expected, Lombardy separated itself entirely from all the other regions, which instead tended to be grouped into three clusters. It is important to note that more information can be deduced from the dendrogram, such as the dissimilarity between different regions, which is represented by branch size that links them. For instance, even within the same cluster, Sicily appeared to be closer to Lazio than Campania and province of Bolzano.

We further consolidated this partition by applying a K-means algorithm with a predefined number of four clusters. In Figure 1b we present anew the Score plot, in which Regions were assigned to each cluster obtained by K-means clustering. Except for Abruzzo, all the other regions maintained the same allocation of hierarchical clustering.

Finally, we compared the initial indicators across clusters to understand how different they are, actually. Figure 2 points out that Lombardy was the worst hit region in Italy, but also suggests that other clusters
differed for some indicators related to the beginning and the course of epidemic, its intensity, and regional characteristics that might affect the epidemic itself.

In line with these findings, we performed a sensitivity analysis to improve the partition of regions by excluding data from Lombardy. Using the same approach described for the entire dataset, we first reduced indicators into three uncorrelated PCs, which this time explained 76.0% of total variance (both the Scree plot and the Component plot are reported in the Supplementary Material; Figure S4-S5). In Figure 3 we present the dendrogram and the score plot obtained from hierarchical clustering and K-means algorithm. Except for Tuscany, concordance between two clustering methods was evident.

In Figure 4 we report the comparison of clusters with respect to initial indicators. Specifically, it shows that SARS-CoV-2 epidemic originally started in regions belonging to clusters 1 (i.e. Veneto) and 2 (i.e. Piedmont and Emilia-Romagna), which are also those with the highest number of cases beyond Lombardy. However, while at the beginning the intensity of epidemic was higher in Veneto, it later struck Piedmont and Emilia-Romagna even more. Indeed, the latter exhibited the highest increments of SARS-CoV-2 cases, hospitalized patients and deaths, both during and at the end of the period of this study. The epidemic started to spread a while after in regions belonging to cluster 4, which included Apulia, Calabria, Campania, Lazio, Sicily and the province of Bolzano. This translated into a lower intensity of SARS-CoV-2 cases at the beginning and during the epidemic. Furthermore, regions in cluster 4 might have also benefited from younger residents and lower aging index than the other regions. In support of this, a linear regression analysis found that either age (p=0.020) and the aging index (p=0.039) were positively associated with the number of SARS-CoV-2 cases on 24 April, independent of the starting date of the epidemic, the number of cases on 24 February, the number of residents, the number of tests, and the proportion of men. With some exceptions (e.g. Tuscany), the remaining regions are those with lower number of residents, and therefore those with less availability of ICU beds and less tests performed. These regions are also those where the epidemic started later, and where it spread with the lowest intensity.

Discussion

Our results provide evidence on how the SARS-CoV-2 epidemic struck Italian regions with different patterns. We applied a hierarchical clustering on PCs approach, which combined three data mining methods – namely PCA, hierarchical clustering and K-means algorithm – to provide a satisfactory clustering based on a set of epidemic indicators defined a priori. Although this may seem a mere statistical exercise, it has allowed to give a snapshot of the current epidemic emergency within Italian territory. The first advantage of our approach is that it involves the application of objective clustering techniques to the PCA outcomes, which leads to an improved cluster solution. The second advantage is the possibility of exploiting a mixed algorithm for the clustering process – a combination of the Ward’s classification method with the K-means algorithm – which improves the robustness of findings. Furthermore, our approach relies on several indicators that we have defined a priori to discriminate
different clusters across Italian regions. However, it would be possible to make some variations and use it in different context or applications.

Our approach has first discriminated four clusters of regions, which diverged for some indicators related to the epidemic spread, its intensity, and differences between regions that might affect the epidemic itself. Among the Italian regions however, one in particular stood out, the Lombardy, whose number of SARS-CoV-2 cases represented more than one third of the total Italian cases. The epidemic, indeed, started in Lombardy on 20 February, 2020, when a young man was admitted with an atypical pneumonia that later proved to be caused by SARS-CoV-2. In the next days, the epidemic has spread alarmingly through the region, with 171 more cases as of 24 February. On this date, just four regions – namely Veneto, Emilia-Romagna, Piedmont, and Lazio – reported other cases of SARS-CoV-2 infection.

For this reason, we decided to exclude the Lombardy region from further analysis, in which we aimed to provide a better cluster solution. Accordingly, the remaining regions were partitioned into four clusters: cluster 1 (i.e. Veneto); cluster 2 (i.e. Piedmont and Emilia-Romagna); cluster 3 (i.e. Abruzzo, Basilicata, Calabria, Friuli Venezia Giulia, Liguria, Marche, Molise, Sardinia, Tuscany, Umbria, Valle d'Aosta, and the province of Trento) and cluster 4 (i.e. Apulia, Calabria, Campania, Lazio, Sicily and the province of Bolzano). This partition confirms that Emilia-Romagna, Piedmont, and Veneto are the most hit regions beyond Lombardy. However, while the number of SARS-CoV-2 cases was higher in Veneto on 24 February, it then increased more rapidly and with more intensity in Emilia-Romagna and Piedmont. Although the government measures were effective to slow down the epidemic in all the Italian regions, the comparison between cluster 1 and 2 corroborates that the earlier the measures were taken, the lower the cumulative incidence achieved. Indeed, Veneto imposed regional measures of travel restrictions earlier than Emilia-Romagna and Piedmont. Our results also reflect the level of attention on the epidemic and the number of tests performed over the population, which probably varied across regions. While Veneto started testing all residents who had come into contact with documented SARS-CoV-2 cases - even if they were not showing symptoms - other regions tested only residents who experienced more severe conditions. Looking at the data, Veneto conducted a wider testing campaign (approximately 44 tests per 1,000 residents) if compared with Emilia-Romagna and Piedmont (24 tests per 1,000 residents and 17 tests per 1,000 residents, respectively). If on the one hand performing an insufficient number of tests underestimates the transmission rate and distorts the statistics, on the other hand combining the restrictions with widespread testing may have contributed to a more rapid resolution of the epidemic in Veneto.

We also found a cluster of regions (i.e. cluster 4) where the epidemic started to spread slightly after Veneto, Emilia-Romagna and Piedmont. This has certainly contributed to the lower intensity of the epidemic among these regions, but it has also favored the efficacy of restrictive measures, which acted promptly. Our approach, however, has also uncovered one of the peculiarities of cluster 4. These regions, in fact, are among the youngest in Italy, with an aging index that ranges from 123 to 169 individuals ≥65 years per 100 individuals < 14 years. It was demonstrated that SARS-CoV-2 infection is more severe
among people aged 65 years or older\textsuperscript{11}, so the younger age distribution in these regions might partially explain the lower epidemic intensity compared with other regions. To corroborate our hypothesis, we demonstrated that both age and the aging index were positively associated with the number of documented SARS-CoV-2 cases on 24 April, independent of other epidemic features.

The remaining regions were included in a more heterogeneous cluster (i.e. cluster 3), which – with some exception – comprised those regions where the epidemic started later and/or where it spread with the lowest intensity. Tuscany, actually, departed slightly from the other regions in cluster 3, assuming some characteristics typical of cluster 4. The uncertainty in assigning Tuscany into one of two clusters is probably due to hybrid characteristics of this region, which indeed was the only to have received different allocations depending on the clustering method.

Our study has some limitations to be considered. First, it does not take into the proportion of undocumented events, which might differently affect some indicators\textsuperscript{12,13}. Our approach, furthermore, considers only a part of the availability of medical care resources, indicated in terms of ICU beds. Further analyses should include additional indicators of the healthcare system that might have influenced the response to the epidemic\textsuperscript{14}. Finally, the potential effect of unmeasured factors cannot be completely excluded.

In conclusion, our findings provide policymakers with a snapshot of the current epidemic in Italy, region by region. Distinguishing different clusters of epidemic patterns is important to assess the efficacy of restrictions imposed by the Italian Government. This delineation might also help guiding the upcoming countermeasures, which should be adopted in accordance with the situation at regional level. Furthermore, appropriate changes to our approach could make it useful to manage this emergency also in those countries where the epidemic is still in the early stages.

**Methods**

We first defined a set of 36 indicators of SARS-CoV-2 epidemic in Italy (Table 1), which reflected different domains, including: i) the distribution of infections and related events along the temporal axis (i.e. temporal indicators), ii) the epidemic intensity across Italian regions (i.e. intensity indicators), iii) trend of events (i.e. trend indicators), and iv) regional characteristics that might affect the epidemic and data reporting (i.e. regional indicators). Specifically, we used the following sources of data to extract indicators for each of the Italian regions:

- daily data on documented SARS-CoV-2 cases (including the number of infections, hospitalizations, deaths and recovered patients) released by the Italy’s Civil Protection of the Italian Ministry of Health from 24 February to 24 April, 2020\textsuperscript{2}.
- data on the availability of Intensive Care Unit (ICU) beds across Italian Regions, released by Italian Ministry of Health in 2019 and referred to 2017\textsuperscript{15};
To account for different scales between indicators, all the analyses were conducted on standardized data using the Z-Score formula. The degree of correlation between indicators was examined with correlation matrix based on Pearson's correlation analysis. We next employed a PCA to reveal the underlying structure of the data. PCA is an unsupervised learning method that simplifies the complexity in high-dimensional dataset while retaining trends and patterns. It works by reducing the dataset into fewer dimensions called Principal Components (PCs), which are uncorrelated with each other. For each PC, the eigenvalue represents the total amount of variance explained, while the eigenvector represents its orientation. The number of PCs to be retained is usually set according to eigenvalues examination through the Scree plot and variance explained. Accordingly, we retained those PCs with eigenvalues ≥ 3. PCs can be interpreted in terms of correlations with initial variables, which are represented by the component loadings depicted in the Component plot. To simplify the interpretability of PCs, the varimax rotation (i.e. an orthogonal rotation that minimizes the number of variables that have high loadings on each PC) was applied. Finally, individual scores were generated for each PC and plotted in a Score plot.

We next applied a hierarchical clustering on PCs to choose the number of clusters based on the hierarchical tree. In this clustering, the nodes start off as objects and are then iteratively merged based on pairwise distance. Although there are many ways of calculating this distance, we used the Ward’s criterion because it is based on the multidimensional variance like PCA. Clustering is usually shown by a dendrogram, where the height of the branches indicates the distance or dissimilarity between clusters. Here, we determined the number of clusters by partitioning the dendrogram to maximize the distance between nodes.

In contrast to hierarchical clustering, k-means clustering requires a predefined number of clusters. In brief, the algorithm partitions n observations into k clusters by minimizing within-cluster variances, expressed as squared Euclidean distances to the nearest “centroids”. Here, we consolidated the initial partition by using the k-means algorithm with the number of clusters defined through the hierarchical clustering. It is worth mentioning that slight differences in the clustering outcome could be obtained using the two methods. Finally, we checked cluster quality, in terms of within-cluster and between-cluster variability, using the one-way analysis of variance (ANOVA). We also conducted a sensitivity analysis by excluding data from Lombardy, the region with the highest number of SARS-CoV-2 cases in Italy.

All the analyses were performed on the SPSS software (version 23.0, SPSS, Chicago, IL, USA), with a Bonferroni-corrected significance level α of 0.001.
Declarations

Competing interests:

The authors declare no competing interests

Funding

This research was funded by the Assessorato della Salute, Regione Siciliana - Progetti Obiettivo di Piano Sanitario Nazionale (PSN 2014 - 4.9.2).

Data Availability

Data used in this study are publicly available.

Authors' contributions

AM, MB, and AA were responsible for study design. AM and MB were responsible for data collection. AM, MB, and AA were responsible for data analysis. All Authors were responsible for data interpretation. AM wrote the first draft of the manuscript. GB critically revised the manuscript. All authors contributed to the final draft and approved it.

References


### Tables

**Table 1** Definition of indicators used to characterize the SARS-CoV-2 epidemic across Italian regions
<table>
<thead>
<tr>
<th>Indicator domains</th>
<th>Abbreviations</th>
<th>Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Temporal indicators</strong></td>
<td>d1</td>
<td>Days until first case occurred</td>
</tr>
<tr>
<td></td>
<td>d2</td>
<td>Days until first hospitalization occurred</td>
</tr>
<tr>
<td></td>
<td>d3</td>
<td>Days until first patient was admitted to ICU</td>
</tr>
<tr>
<td></td>
<td>d4</td>
<td>Days until first death occurred</td>
</tr>
<tr>
<td></td>
<td>d5</td>
<td>Days until first patient recovered</td>
</tr>
<tr>
<td></td>
<td>d6</td>
<td>Days to reach maximum number of new infections</td>
</tr>
<tr>
<td></td>
<td>d7</td>
<td>Days to reach maximum number of hospitalized patients</td>
</tr>
<tr>
<td></td>
<td>d8</td>
<td>Days to reach maximum number of ICU patients</td>
</tr>
<tr>
<td><strong>Intensity indicators</strong></td>
<td>i1</td>
<td>Number of cases on 24 February</td>
</tr>
<tr>
<td></td>
<td>i2</td>
<td>Number of hospitalized patients on 24 February</td>
</tr>
<tr>
<td></td>
<td>i3</td>
<td>Number of ICU patients on 24 February</td>
</tr>
<tr>
<td></td>
<td>i4</td>
<td>Number of cases on 24 April</td>
</tr>
<tr>
<td></td>
<td>i5</td>
<td>Number of new infections on 24 April</td>
</tr>
<tr>
<td></td>
<td>i6</td>
<td>Number of positive patients on 24 April</td>
</tr>
<tr>
<td></td>
<td>i7</td>
<td>Number of hospitalized patients on 24 April</td>
</tr>
<tr>
<td></td>
<td>i8</td>
<td>Number of ICU patients on 24 April</td>
</tr>
<tr>
<td></td>
<td>i9</td>
<td>Number of recovered patients on 24 April</td>
</tr>
<tr>
<td></td>
<td>i10</td>
<td>Number of deaths on 24 April</td>
</tr>
<tr>
<td><strong>Trend indicators</strong></td>
<td>t1</td>
<td>Highest number of new infections</td>
</tr>
<tr>
<td></td>
<td>t2</td>
<td>Highest number of hospitalized patients</td>
</tr>
<tr>
<td></td>
<td>t3</td>
<td>Highest number of ICU patients</td>
</tr>
<tr>
<td></td>
<td>t4</td>
<td>Greatest increment of hospitalized patients</td>
</tr>
<tr>
<td></td>
<td>t5</td>
<td>Greatest increment of ICU patients</td>
</tr>
<tr>
<td></td>
<td>t6</td>
<td>Greatest increment of recovered patients</td>
</tr>
<tr>
<td></td>
<td>t7</td>
<td>Greatest increment of deaths</td>
</tr>
<tr>
<td></td>
<td>t8</td>
<td>Increment of new infections on 24 April</td>
</tr>
<tr>
<td></td>
<td>t9</td>
<td>Increment/decrement of hospitalized patients on 24 April</td>
</tr>
<tr>
<td></td>
<td>t10</td>
<td>Increment/decrement of ICU patients on 24 April</td>
</tr>
<tr>
<td></td>
<td>t11</td>
<td>Increment of deaths on 24 April</td>
</tr>
<tr>
<td></td>
<td>t12</td>
<td>Increment of recovered patients on 24 April</td>
</tr>
<tr>
<td><strong>Regional indicators</strong></td>
<td>r1</td>
<td>Number of tests for SARS-CoV-2</td>
</tr>
<tr>
<td></td>
<td>r2</td>
<td>Number of ICU beds</td>
</tr>
<tr>
<td></td>
<td>r3</td>
<td>Number of residents</td>
</tr>
<tr>
<td></td>
<td>r4</td>
<td>Mean age</td>
</tr>
<tr>
<td></td>
<td>r5</td>
<td>Proportion of male</td>
</tr>
<tr>
<td></td>
<td>r6</td>
<td>Aging index</td>
</tr>
</tbody>
</table>

*Temporal indicators are computed as days from 24 February, 2020. Abbreviations: ICU, Intensive Care Unit; SARS-CoV-2, Severe Acute Respiratory Syndrome Coronavirus 2.*
Figure 1

Clustering on Principal Components (PCs). (A) Dendrogram of Hierarchical Clustering based on the Ward’s criterion. The height of the branches indicates the dissimilarity between clusters. The dendrogram was partitioned (red dotted lines) to maximize the distance between nodes. Cluster solution is indicated by four colored panels. (B) Three-dimensional Score plot illustrating how clusters were distributed on PCs.
The number of clusters to be retained was set according to the dendrogram and cluster solution was consolidated by K-means algorithm.

Figure 2

Comparison of SARS-CoV-2 epidemic indicators by clusters. This panel show the one-way analysis of variance (ANOVA) of temporal (A), intensity (B), trend (C), and regional (D) indicators across clusters. Statistical analysis was conducted after z-score standardization, and hence results can be interpreted as deviation from the national average. * p<0.001; **p<0.0001; ***p<0.00001.
Figure 3

Clustering on Principal Components (PCs) after excluding Lombardy. (A) Dendrogram of Hierarchical Clustering based on the Ward’s criterion. The height of the branches indicates the dissimilarity between clusters. The dendrogram was partitioned (red dotted lines) to maximize the distance between nodes. Cluster solution is indicated by four colored panels. (B) Three-dimensional Score plot illustrating how
clusters were distributed on PCs. The number of clusters to be retained was set according to the dendrogram and cluster solution was consolidated by K-means algorithm.

**Figure 4**

Comparison of SARS-CoV-2 epidemic indicators by clusters, after excluding Lombardy. This panel shows the one-way analysis of variance (ANOVA) of temporal (A), intensity (B), trend (C), and regional (D) indicators across clusters. Statistical analysis was conducted after z-score standardization, and hence results can be interpreted as deviation from the national average (excluding data from Lombardy). *p<0.001; **p<0.0001; ***p<0.00001.
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