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Abstract

3D reconstruction of biplane cerebral angiograms remains a challenging, unsolved
research problem due to the loss of depth information and the unknown pixelwise
correlation between input images. The occlusions arising from only two views
complicate the reconstruction of fine vessel details and the simultaneous address-
ing of inherent missing information. In this paper, we take an incremental step
toward solving this problem by reconstructing the corresponding 2D slice of the
cerebral angiogram using biplane 1D image data. We developed a coordinate-
based neural network that encodes the 1D image data along with a deterministic
Fourier feature mapping from a given input point, resulting in a slice reconstruc-
tion that is more spatially accurate. Using only one 1D row of biplane image data,
our Fourier feature network reconstructed the corresponding volume slices with
a peak signal-to-noise ratio (PSNR) of 26.32±0.36, a structural similarity index
measure (SSIM) of 61.38±1.79, a mean squared error (MSE) of 0.0023±0.0002,
and a mean absolute error (MAE) of 0.0364±0.0029. Our research has implica-
tions for future work aimed at improving backprojection-based reconstruction by
first examining individual slices from 1D information as a prerequisite.

Keywords: Fourier Feature Mapping, Computed Tomography, Deep Learning,
Reconstruction
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1 Introduction

Fig. 1: General end-end overview of our research. (1) We first take a maximum inten-
sity projection to obtain the simulated biplane data. (2) We then extract rows from
both images, and by leveraging deep learning, we reconstruct the corresponding 3D
slices.

Digital subtraction angiography (DSA) remains the gold standard for visualizing
blood vessels in the brain due to its ability to provide high spatial resolution and fine
vessel structure[1]. DSA of the brain is typically employed in biplane sceario, which
involves visualizing 0th- and 90th-degree views of the brain. These views correspond
to the coronal and sagittal planes that are typically used in magnetic resonance imag-
ing (MRI) and computed tomography (CT). Cerebral angiograms are obtained by
first injecting the patient with an iodine-based contrast agent[2], which then travels
into the brain’s blood vessels. Once in the brain, blood flow in two dimensions is cap-
tured by temporal biplane X-ray acquisitions to visualize how the contrast agent flows
through the vessels over time. Cerebral angiography provides an extremely precise
and accurate representation of the brain’s blood vessels. This modality is important
because it can help neurovascular surgeons identify various cerebral ailments, such
as strokes, aneurysms, tumors, and malformations[3]. Computed tomography remains
the state of the art methodology for transforming hundreds of acquisitions from cere-
bral angiography into a 3D representation of the vessels 3D[1]. Some classical CT
reconstruction algorithms have such as the projection[4], shaded surface display[5],
volume rendering[6], and curved planar reformation techniques[7], have been used to
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reconstruct 3D geometry with a dense number of input images. While various CT
reconstruction algorithms have proven to be extremely effective in successfully recon-
structing the fine details of blood vessels[8], hundreds of X-ray acquisitions emit a
noticable amount of ionizing radiation that can in severe cases lead to cancer and other
radiation-caused diseases[9]. Currently, blood flow is visualized, and flow parameters
can be computed from biplane cerebral angiograms.

In this research, we present a new way to think about the biplane 3D reconstruction
problem by breaking it down into a simpler research problem.Our method involves
initially predicting individual 2D slices within the 3D volume from single rows of
the image (1D Vector), utilizing Fourier features[10] as a positional encoding step to
better localize the blood vessels on the 2D plane. For this step, we utilize a coordinate-
based neural network with (x, y, z) coordinates as an additional input to our image
row vector. The 2D angiographic data we use in our experiments are derived from
utilizing the same maximum intensity projection as proposed in our previous paper
[11], to simulate 2D data without the need for real-world rotational angiography.By
doing so, we demonstrate improved slice reconstruction by leveraging Fourier feature
mapping alongside a coordinate-based neural network, taking a step towards solving
this difficult task. As a brief summary our contributions are as follows:

• Utilize maximum intensity projections to simulate 2D CT data from 3D volumes,
as real-world rotational angiography is hard to obtain.

• This paper demonstrates the utility of leveraging a deterministic Fourier feature
mapping through a coordinate-based neural network when predicting individual
slices of cerebral angiograms.

• We show the need to reconstruct individual 2D individual slices before attempting
3D reconstruction.

2 Related Works

2D to 3D reconstruction is a well-defined problem in the field of computer vision, in
which researchers are typically interested in reconstructing objects or scenes for single
or multiview scenarios. Some popular baseline models include nondeep learning pho-
togrammetry techniques such as multiview stereo[12] or structure from motion[13], but
such methodologies are inadequate for reconstructing biplane cerebral angiograms due
to severe occlusions from only two views. In addition, feature detection methods such
as scale-invariant feature transform (SIFT), and ORB (Oriented FAST and Rotated
BRIEF), may find it difficult to match features across the two images. State-of-the-art
3D reconstruction includes neural radiance fields[14] that predict a color and density
value for each (x, y, z, θ, φ) input or even pixelNeRF[15], which can predict a neural
representation from only one or multiple views without explicit 3D supervision and has
exceeded benchmarks on ShapeNet[16]. F Finally, the current state-of-the-art 2D to
3D reconstruction method is Gaussian splatting[17], a rasterization method contrary
to NeRF ray tracing[[18], which utilizes structures from motion to predict a sparse
point cloud and then “splats” and optimizes Gaussian distributions to reconstruct the
scene.
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However, such methods are not as useful for 3D biplane angiograms and most
medical image reconstruction tasks because they involve many images and overfit
a neural network and retrain it to each particular scene or object, resulting in less
optimal generalizability to unseen examples. One study demonstrated a simple 3D
reconstruction methodology for cerebral angiograms utilizing backprojection and a 3D
to 3D denoising autoencoder, but it showed to fail in the biplane scenario[11]. Another
study utilized conditional generative adversarial networks (pix2pix)[19] to generate
binary segmentation maps and showed that generative models may not be suitable for
this problem, as they produce realistic vessels that do not match the geometry of the
input images. Because most medical volumes are naturally slicewise, we constructed a
method to reconstruct individual slices, as doing so will allow more accurate biplane
3D reconstruction in future works. In addition, deep learning in the R

2 space trains
and scales better than in R

3, which can take weeks to train and has long inference
times.

3 Methodology

In this research, we construct a Fourier feature network to reconstruct individual 2D
slices of the volume. From the given biplane images, we extract row i from each image
and pass it in tandem with our coordinate-based network to condition the network
based on those row features. We compare these methods both quantitatively and
qualitatively to the backprojection method proposed in our previous paper[11] and a
standard 2D convolutional neural network[20]. A general overview of our methods is
shown in Figure 1.

3.1 Dataset Acquisition and Preprocessing

In this research, we obtained 49 high-quality, precomputed CT images (384,384,384)
from a clinical database at a university medical center as ground truth volumes. For
the purpose of this study, we utilized the voxel 3D representation instead of the point
cloud or surface representation, as it best fits the CT scans taken from the clinical
database. To simulate 2D images, we take a maximum intensity projection (MIP) of
the CT volumes to obtain an image for the front and side views to obtain biplane data.
This methodology allows us to use real-world rotational angiography data because
they are rather difficult to obtain.

We set our data for this research as follows. For each biplane pair (two images) of
size 384x384, we take 1D rows of the image (1x384) and concatenate them together
to obtain a vector of (1x768). For each row i in the images, we match it with the
corresponding slice index in the ground truth volume for supervised training. We split
our data into 45 training patients and 4 patients for testing. Each patient has two
images and 384 training examples, resulting in a total of 17280 training examples and
1536 examples for testing.

4



Row i of
Biplane Views

Coordinate Unit Square

1x768

x-plane
y-plane

(768,128)

(128, 73728)

Resh
ap

e(3
2,4

8,4
8)

Conv 2D(32,64,3,1) Tra
nsp

ose
2D

(64
,64

,16
,8,

4)

Encoder

C1 C2B1 R B2 R

C

Forward Pass C Concatenation Conv2D BatchNorm2D

Conv2D(128,1,k_size
 = 1)

RelU

Fig. 2: Detailed visualization of our Fourier feature network, where we show the input
channels, output channels, kernel size, padding, and stride for each convolutional layer.

3.2 Baseline Reconstruction

Our baseline 1D to 2D network consists of four transposed convolutional layers. The
input to the network is a (1x768) vector, which is first passed through a linear layer,
with the output shape being [-1, 147456]. These extracted features are then passed into
2D transposed convolutional layers with 256 input channels and 128 output channels
with a kernel size of 4, stride of 2, and padding of 1. This layer is then passed to another
transposed convolutional layer from 128 to 64 features with the same filter parameters
and to another layer with 32 output channels. Between each convolutional layer, we
utilized a 2D batch normalization layer to speed up convergence and a RelU activation
function. We then added a sigmoid activation function at the end of the network to
scale the predicted slice between 0 and 1. The forward/backward pass of this network
requires approximately 50 MB of memory, and the total size of the network is 435 MB.

3.3 Fourier Feature Network

Our Fourier feature network instead takes two inputs. A (1x768 vector), and a (x,y)
coordinate. The output of that corresponding point is the pixel value corresponding
to that point. The first input, which consists of concatenated image rows, is passed
through two feed-forward layers, which output 737,728 features. We then reshape and
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pass the network through a convolution layer with 32 channels and 64 output chan-
nels, with a kernel size of 3 and a padding of 1. These features are then upsampled
through another convolutional layer and concatenated with coordinate-based posi-
tional encoding. This positional encoding will be explained in a later section. Finally,
a convolutional layer is utilized to output the predicted slice.

3.3.1 Positional Encoding

In this research, we apply positional encoding for each (x,y) input in our network with
Fourier features[10]. Instead of using the raw, low-dimensional (x,y) coordinates as
input, we pass them through the Fourier feature mapping, which at a high level, is a set
of sin and cos functions that are randomly rotated and scaled. Our positional encoding
is deterministic and involves simple mapping from γ(v) = [cos(2πBv), sin(2πBv)]

⊤
,

where v is the input point (x,y). The B variable corresponds to a generated random
Gaussian matrix, in which every sample is taken from a normal distribution N(0, σ2).
Because the (x,y) are projected into a higher dimensional space, it allows for the
network to learn higher frequency functions[10].

In practice, passing in each coordinate (x,y) into a network is too time and resource
computing. For just one image, 147456 forward passes are required for the model.
Instead, we created a 2-channel pixel grid, one representing the x-values and the
other representing the y-values. In this way, we create a pixel grid in the unit square,
which is the input to the model. This positioning encoding has additional parameters,
namely, the mapping size and scale. We chose a mapping size of 128, which is the
dimensionality of the transformed features, and a scale of 10, which is related to the
frequency of sinusoids. The detailed implementation of the Fourier feature network is
illustrated in Figure 2.

3.4 Training Details

The backprojection method[11] requires no learning or parameter updates. We trained
both the baseline 2D decoder and Fourier feature network for 60 epochs. For the
baseline 2D decoder, we set the batch size to 64 to expedite training, while the batch
size of the Fourier feature network was set to 16 due to the high dimensionality of
the positional encodings. We trained both networks with a learning rate of 1 × 10−4

to ensure consistency. All of the models in this research were trained with a mean
square error cost function. This research was performed on a single NVIDIA RTX
A6000 GPU with 49 GB of memory. We utilized the Adam optimizer[21] to train
both networks, and we also leveraged mixed precision training[22] to train both single
and half-bit models to speed up convergence while maintaining the same performance.
This research was done with PyTorch, and all inputs were scaled between 0 and 1 for
normalization.

4 Results

We compare various methods to reconstruct 3D slices given rows of biplane images. We
have three models in this study. First, we utilize the backprojection method proposed
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Table 1: Comparison of 1D to 2D Algorithms
Model PSNR (dB) SSIM (%) MSE MAE
Backprojection [11] 19.31± 0.45 33.86± 1.27 0.0118± 0.0012 0.0885± 0.0087
Decoder 2D 25.92± 0.69 59.12± 1.33 0.0026± 0.0004 0.039± 0.005
Fourier Feature 26.32± 0.36 61.38± 1.79 0.0023± 0.0002 0.0364± 0.0029

in our previous paper[11]. Secondly, we constructed a baseline 2D decoder with only
transposed convolutions, and finally we create a Fourier feature network, taking into
account positional encoding to reconstruct the slice.

4.1 Evaluation Methods

To evaluate the predictions of all three models, we leverage the peak signal-to-noise
ratio (PSNR)[23], the structure similarity index measure (SSIM), the mean square
error (MSE), and the mean absolute error (MAE). The PSNR is denoted by the
equation below:

PSNR = 10 · log
10

(

MAX2

I

MSE

)

where MAX is the maximum pixel value in the image, and we divide the square of
that value by the mean squared error. This gives us a result in decibels. The PSNR
is inversely related to the MSE. The SSIM is another method for determining the
similarity between two input images, as shown in the equation below.

SSIM(x, y) = (2µxµy+C1)(2σxy+C2)

(µ2
x
+µ2

y
+C1)(σ2

x
+σ2

y
+C2)

As denoted in the equation above, the SSIM score between two images is deter-
mined by their structural similarity, contrast, and luminance. In the equation above, x
and y are the two input images, µx and µy represent the luminance of the two images,
and σ2

x and σ2

y represent the variance of the images. An additional metrics we use is the
MSE, which is also the cost function used in training denoted by the equation below.

MSE = 1

n

∑n

i=1
(yi − ŷi)

2

Finally, we report the MAE, which is measures the average magnitude of error.
MAE = 1

n

∑n

i=1
|yi − ŷi|

4.2 Analysis of Methods

Of of the three methods, the Fourier feature network surpassed both the baseline
backprojection, and also the 2D decoder. In terms of the PSNR, the Fourier feature
network scored the highest with a value of 26.32±0.36, a SSIM score of 61.38±1.79, a
MSE of 0.0023±0.0002, and finally a MAE score of 0.0364±0.0029. Following that, the
CNN decoder model scored a PSNR score of 25.92±0.69, a SSIM score of 59.12±1.33, a
MSE of 0.0026±0.0004, and finally a MAE score of 0.039±0.005. The worst performing
model was the backprojection algorithm proposed in our previous paper[11], where
the PSNR score of 19.31±0.45, a SSIM score of 33.86±1.27, a MSE of 0.0118±0.0012,
and finally a MAE score of 0.0885±0.0087. These results can be better visualized in
Table 1, and the error bound was computed by taking the standard deviation of all of
the testing patients. We computed all the metrics across the stacked predicted slices
vs. the ground truth volumes.
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(a) Backprojection (c) Fourier Feature (d) Ground Truth(b) 2D Decoder
Fig. 3: Comparison of Fourier feature 2D reconstruction with a vanilla 2D decoder
and the backprojection method from our previous paper. The green regions represent
vessels that were properly reconstructed. The red regions are fine vessels that were
not reconstructed by the Fourier feature network.

5 Discussion

n this research, we showed that Fourier feature networks can improve the slicewise
reconstruction of cerebral angiograms. By doing so, we take a step toward solving the
biplane 3D reconstruction problem by first reconstructing 2D slices given a 1D input
vector. This paper truly demonstrates the difficulty of the biplane 3D reconstruction
problem, as we show that even predicting 2D slices from a given 1D input is not
a trivial task. We show that with Fourier feature networks, we can reconstruct 2D
slices on our testing set with SSIM scores as high as 0.61. Figure 3 shows the Fourier
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feature network outperformed the others in localizing and producing clearer vessels.
For instance, in the first row, the Fourier feature network identified the stem, whereas
the baseline decoder failed to do so. In the second row, the Fourier feature network
more accurately captured the shape of the vessel compared to both baseline models.
Additionally, in the third row of Figure 3, it is evident that the Fourier feature network
detected two large stems in the cross-section, a detail missed by the 2D decoder.

However, there is still considerable room for improvement in this challenging
research problem. As observed in Figure 3, the predicted cross sections are not as
sharp as the ground truth. Although the Fourier feature network can localize large
vessels more accurately than baseline methods, it is evident that further research is
required to generate sharper images. In some examples, we even observe that fine ves-
sels are not included in all models. This performance can be attributed to the severe
occurrences present in the biplane data. The simulated 2D data that we use in this
paper may not represent real-world rotational angiographic data, as the maximum
intensity projection inherently has more visual correspondence to the ground truth
reconstructions. We are interested in pursuing several promising research directions in
the future. The first involves the use of physics-informed neural networks (PINNs)[24]
to accurately model blood vessels by incorporating physical properties. For instance,
we could ensure that the modeled blood vessels conform to a cylindrical or vessel-like
shape by adding an additional term to the loss function specifically for this purpose.
We are also interested in leveraging diffusion models[25], a new generative model, to
reconstruct more slices that better match the representation of real-world scenarios.
In future work, we aim to expand the research concepts presented in this research to
3D scenes. Our ultimate goal is to accurately predict a 3D representation of blood
vessels and estimate flow parameters using fluid simulations.

6 Conclusion

In this paper, we developed a Fourier feature neural network that leverages deep
learning and coordinate-based position encoding to reconstruct slices of cerebral
angiograms. We utilize the maximum intensity projection to simulate 2D data from
the ground truth CT volumes; then, we take rows of biplane image data to reconstruct
the corresponding 2D slices. We also show that with a deterministic Fourier feature
mapping γ(v) = [cos(2πBv), sin(2πBv)]

⊤
from the given (x,y) input coordinates, we

can see improved results in reconstruction in terms of PSNR, SSIM, MSE, and MAE.
This paper serves as an incremental step to solving the incredibly difficult biplane 2D
to 3D reconstruction task by first attempting to properly reconstruct 2D data from 1D
input. We hope that this work will provide a foundation for future research in solving
the biplane 2D to 3D reconstruction problem, in which it can not only decrease radi-
ation exposure to the patient but also allow neurosurgeons to visualize and simulate
diseases and blood flow in real time, which can assist their procedures.
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