A new approach for extreme proportion calculation: median estimate and its application to evaluate performance of HIV assays with 100% test sensitivity or specificity
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Abstract

Background: In the evaluation of performance of HIV assays, extreme sample proportions often occur, with test sensitivity and/or specificity of 100%, which making it challenging to assess the assays accuracies. To overcome these challenges, we propose using median estimate as an evaluation indicator for such testing.

Methods: Based on the principles of binomial distribution and confidence interval, median estimate was defined as \( p = \frac{1}{n} \), which means that, when the sample size \( n \) is equal to the event number \( x \), namely the sample proportion (e.g., test sensitivity) is 100%, the 50th percentile (median) of \( p \) (the estimate of population proportion) is \( 0.5 \frac{1}{n} \). After demonstrating the mathematical proof of the median estimate, the key programming commands of commercial software SAS and free software R were given. Subsequently, we developed an Excel-based calculation tool that allows users to fill in data in an Excel sheet without writing any program. Six cases of HIV screening and diagnostic tests and HIV infections incidence data were selected from related articles and World Health Organization reports published between 2009 and 2020.

Results: The median estimates, which were proved in the range from \( \frac{n-1}{n} \) to 1 and within the confidence interval range, showed statistical plausibility. Six HIV testing cases were presented to illustrate its application and elaborate on the relationship between the median estimate and the conventional simple estimate. These cases demonstrate that, when extreme proportions occurred (i.e., false positive and/or false negative in testing were zero), the conventional simple estimates of sensitivity, specificity, positive predictive value, and negative predictive value were 100% regardless of the sample size and prevalence. In contrast, the corresponding median estimates varied depending on the sample size and prevalence.

Conclusions: As evaluation indicators of HIV assays with extreme proportions, median estimates were more effective than conventional simple estimates. However, simple estimates objectively expressed the results of HIV testing. Because the
correlation between median estimates and simple estimates was seamless, the two types of indicators were complementary in the evaluation of testing with extreme proportions. Hence, using both types of estimates could help evaluate HIV assays with extreme proportions more comprehensively.
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Background

The performance of HIV assays is typically described in terms of sensitivity and specificity which are defined as the probabilities of correctly identifying a patient and a non-patient, respectively [1]. One significant feature of HIV screening and diagnostic tests is the high accuracy of these assays; for example, sensitivity and/or specificity can be as high as 100% compared to reference assays. According to the WHO/UNAIDS report [2], 62.5% (20/32) of enzyme-linked immunosorbent assays (ELISA) and rapid diagnostic tests (RDTs) demonstrated 100% sensitivity. In the China CDC report, 91.7% (22/24) of ELISA and RDTs achieved 100% sensitivity [3]. A study in Tanzania used five types of assays for large-scale screening of HIV antibodies in four populations (hospital patients, pregnant women, voluntary participants and testing attendees, and blood donors) showed that 100% sensitivity was achieved in 85% (16/20) of the tests, whereas 100% specificity was achieved in 60% of the tests (12/20) [4]; similar results have been reported in other countries [5-7].

The occurrence of extreme proportion (i.e., the point estimate of HIV test sensitivity and/or specificity reaches 100%) presents challenges for the assessment of test accuracy. Because inherent problems of false negative and false positive are inevitable in HIV testing [8, 9], these challenges are presented in two aspects: one is that the point estimate calculated by the current method is fixed for any value of sample size when extreme proportion occur [5, 10]. Another is that some comprehensive indicators fail to reasonably assess the operational performance of HIV assays when the sample proportion is 100% [10, 11]. The study by Manak et al.
shows that it is difficult to interpret the results of HIV screening tests using the
conventional simple estimates when a combination of two RDTs has 100% specificity.
Therefore, the positive predictive value and the positive likelihood ratio, two important
comprehensive indicators, are shown as "NaN" and "infinity", respectively, in their
article [11]. Similar challenges have also emerged in the recent evaluation of 10
commercially available COVID-19 Enzyme immunoassays [12]. Therrien et al.
showed that the four assays with 100% specificity (at two sites) showed 100% positive
predictive value at every specified prevalence level. Same positive predictive value
(100%) in a prevalence ranging between 1% and 15% may preclude results
interpretation [12].
To date, either frequentist or Bayesian approaches [10, 13-15] have been proposed
for the evaluation of diagnostic tests with 100% sensitivity and/or specificity; however,
challenges remain in this regard. To overcome these challenges, we propose a new
indicator, called the median estimate. This work elaborates on the importance of the
median estimate and the detailed calculation of its point estimates and interval
estimates. Moreover, six HIV screening cases [2, 4, 6-7, 9] from the WHO, China,
Tanzania, and other countries were used to illustrate the application of median
estimates and elaborate on the relationship between the median estimate and
conventional estimates. Key program scripts developed in the commercial software
SAS (SAS Institute Inc., Cary, NC, USA) and the free software R (the R Project for
Statistical Computing) are provided herein to facilitate the application of this new
approach. Furthermore, we developed an Excel-based calculation tool that allows users
to fill data in an Excel sheet without writing any program script.

Methods

Evaluation indicators for diagnostic tests

The results of diagnostic tests are classified into four categories: true positive (TP), false positive (FP), true negative (TN) and false negative (FN). Sensitivity (Se) is defined as Se=TP/(TP+FN). Specificity (Sp) is defined as Sp=TN/(TN+FP). Let p be the estimate of the target population proportion (θ), the positive predictive value (PPV) and negative predictive value (NPV) are defined as follows: [16],

$$PPV = \frac{p \times Se}{p \times Se + (1 - p) \times (1 - Sp)}$$

$$NPV = \frac{(1 - p) \times Sp}{(1 - p) \times Sp + p \times (1 - Se)}$$

Thus, positive and negative predictive values are not intrinsic to an assay but are markedly affected by prevalence [16]. The development of testing strategies for HIV diagnosis is guided by the predictive values of test results that best indicate the proportion of results representing the actual status [1].

In the evaluation of the performance of HIV assays, positive likelihood ratio (PLR=Se/(1-Sp)) and negative likelihood ratio (NLR=(1-Se)/Sp) are two common comprehensive indicators. The larger the PLR, the better the ability of the assay to confirm HIV infection. The smaller the NLR, the better the ability of the assay to exclude HIV infection.

Point estimation of performance of HIV assays
When the sensitivity and/or specificity of a HIV assay are not equal to 100%, its performance can be easily calculated by the expression of \( \frac{x}{n} \), where \( x \) is the number of events and \( n \) is the total number of tests; in the present study, this expression is referred to as the simple estimate because of the straightforward calculation involved. However, when the sensitivity and/or specificity are 100%, the performance of an HIV assay cannot be reasonably evaluated using the conventional simple estimate. To overcome this dilemma, we introduced a novel indicator called the median estimate, which is defined as follows:

Let \( X \) denote a binomial random variable for \( n \) trials with population proportion \( \theta \), and \( p \) denote the estimate of \( \theta \); when \( x=n \), the 50th percentile of \( p \) is defined as the median estimate,

\[
p_{50} = 0.5^{\frac{1}{n}} \quad (1)
\]

Further, it was proved that

\[
\frac{n-1}{n} < p_{50} < 1 \quad (2)
\]

For example, when \( n=100 \), \( p_{50} = 0.5^{\frac{1}{100}} = 99.31\% \), which means that when \( x=n \), that is, the sample proportion is 100%, the 50th percentile (median) of \( p \) (the estimate of the population proportion of interest) is 99.31%. The median estimate is guaranteed to be in the range from \( \frac{n-1}{n} = \frac{100-1}{100} = 99\% \) to 100%. Mathematical proofs of formulae (1) and (2) are provided in Additional file 1.

**Confidence intervals of performance characteristics of HIV assays**

To evaluate HIV assays, the WHO uses the Exact (Clopper-Pearson) confidence interval [2]. The \( F \)-distribution method [17] is adopted in many software packages...
available from both commercial and open-source statistical packages (such as SAS and R). The lower and upper confidence limits of $1 - \alpha$ confidence level, respectively, are defined as follows:

$$\theta_L = \left(1 + \frac{n-x+1}{xF\left(\frac{1}{2},\frac{1}{2}(n-x+1)\right)}\right)^{-1}$$  \hspace{1cm} (3)$$

$$\theta_U = \left(1 + \frac{n-x}{(x+1)F\left(1-\frac{\alpha}{2},\frac{1}{2}(x+1),\frac{1}{2}(n-x)\right)}\right)^{-1}$$  \hspace{1cm} (4)$$

Where $F\left(\frac{\alpha}{2}, b, c\right)$ is the $\left(\frac{\alpha}{2}\right) \times 100$th percentile of the $F$ distribution with $b$ and $c$ representing the degrees of freedom.

Further, it was proved (see Additional file 1) that when $x = n$, the lower limit of the confidence interval $1 - \alpha$ is reduced to

$$\theta_L = \alpha \frac{1}{n}$$  \hspace{1cm} (5).$$

When $x = n$, the lower limit of the confidence interval calculated by formulae (3) and (5) are equal, and the upper confidence limit is defined as 100% [17]. When $x < n$, formulae (3) and (4) are used to calculate the confidence interval.

**Data for case analysis**

To illustrate the application of the median estimate, Six cases of HIV screening and diagnostic tests and HIV infections incidence data were selected from related articles and World Health Organization reports, which are previously published between 2009 and 2020 [2- 4, 6-7, 9].

**Available software and calculating tool**

In the commercial software SAS and the free software R, the key commands to calculate the median estimate and lower limit of the 95% confidence interval, respectively, were:
\[ p_{50} = 0.5 ** (1/n); \quad p_{0.025} = 0.025 ** (1/n). \]

In Excel, the corresponding commands were:

\[ p_{50} = \text{POWER}(0.5, 1/n); \quad p_{0.025} = \text{POWER}(0.025, 1/n). \]

Since Excel is the most popular data processing software for personal computers, we developed an Excel calculation tool (see Additional file 2) to facilitate the practical application. The results of the Excel calculation tool were verified using the SAS commercial software.

**Results**

**Proposed median estimate**

To illustrate the reasons for the proposed median estimate, the theoretical percentages when the sample proportion was 100% for various population proportions and sample sizes were calculated using formula (1) in Additional file 1.

<table>
<thead>
<tr>
<th>[ \theta ]</th>
<th>[ n ]</th>
<th>98.00</th>
<th>99.00</th>
<th>99.90</th>
<th>99.99</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>98.00</em></td>
<td>10</td>
<td>81.71</td>
<td>90.44</td>
<td>99.00</td>
<td>99.90</td>
</tr>
<tr>
<td><em>99.00</em></td>
<td>50</td>
<td>36.42</td>
<td>60.50</td>
<td>95.12</td>
<td>99.50</td>
</tr>
<tr>
<td><em>99.90</em></td>
<td>100</td>
<td>13.26</td>
<td>36.60</td>
<td>90.48</td>
<td>99.00</td>
</tr>
<tr>
<td><em>99.99</em></td>
<td>200</td>
<td>1.76</td>
<td>13.40</td>
<td>81.87</td>
<td>98.02</td>
</tr>
<tr>
<td><em>460†</em></td>
<td>460†</td>
<td>0.01</td>
<td>0.98</td>
<td>63.11</td>
<td>95.50</td>
</tr>
<tr>
<td><em>600</em></td>
<td>600</td>
<td>0.00</td>
<td>0.24</td>
<td>54.87</td>
<td>94.18</td>
</tr>
<tr>
<td><em>1000</em></td>
<td>1000</td>
<td>0.00</td>
<td>0.00</td>
<td>36.77</td>
<td>90.48</td>
</tr>
</tbody>
</table>

†The number of specimens of WHO HIV reference panel to evaluate sensitivity for rapid HIV assays [2].
Table 1 shows that the greater the population proportion or the smaller the sample size, the greater the chance of a 100% sample proportion. For example, when the population proportion $\theta$ was 99.9% (common for sensitivity and specificity in ELISA and RDTs to detect HIV) and the sample size was 460 (the number of specimen from the WHO/UNAIDS reference panel to evaluate the sensitivity of HIV rapid assays [2]), the probability of 100% sample proportion was 63.11%. When $\theta$ was 99.99%, the probability was as high as 95.50%. Since no assay among the current HIV tests has a population sensitivity or specificity of 100% [10, 18], it is unreasonable to consider a sample proportion of 100% as the estimate of the population proportion. In fact, for extreme accuracy tests, the smaller the sample size, the more likely it is to obtain a seemingly perfect test result with 100% sensitivity or specificity. These concepts are extremely important to understand the rationale and practical significance of the median estimate proposed in this study.

**Case analysis**

The sensitivity, specificity, PPV, and NPV calculated based on the respective median estimates and simple estimates, the corresponding 95% confidence interval, and raw data from six cases that used for evaluation of the performance characteristics of HIV assays [2-4, 6-7, 9] are summarised in Table 2.

As shown in Table 2, extreme test results with a false positive (FP) or false negative (FN) of 0 resulted in 100% sensitivity (Se) and specificity (Sp) of simple estimates, regardless of sample size. Another notable result was that these simple estimates of 100% were not within the corresponding 95% confidence interval, but equal to the upper limit
of the confidence interval. However, the corresponding median estimates (SeM and SpM) were not 100% and within the corresponding confidence intervals. For example, in assay 1, when the sample size was 460, the median estimate of sensitivity was 99.8%, which was contained in the confidence interval (99.2-100.0). Moreover, the median estimate depended on the sample size.

Table 3 demonstrates that the PPV calculated using simple estimate was always equal to 100%, regardless of the prevalence, when the specificity was 100%. On the contrary, the PPVM varied with the prevalence. For example, the PPVM was 50.39% for assay 1 in African region, whereas the PPVM in Western Pacific region was 5.38%. When the specificity was not equal to 100%, the values of PPV and PPVM were close.

Table 3 shows that NPV was always 100%, irrespective of prevalence, when sensitivity was 100%. However, NPVM overcame this limitation, reflecting the effect of prevalence on them. Notably, the occurrence of NPVM=100% in Table 3 results from rounding of the calculation. According to its calculation formula, as the prevalence decreases and the sensitivity increases, NPVM gets closer and closer to 100%, but is not exactly equal to 100%.

Table 4 shows that when the specificity was 100%, PLR became infinite (∞) since the denominator was 0; however, PLRM did not become infinite. When sensitivity was equal to 100%, NLR was 0, irrespective of sample size; however, NLRM overcame this limitation.
Table 2. Comparisons of sensitivities, specificities of HIV assays, calculated using simple estimation and median estimation

<table>
<thead>
<tr>
<th>Assay</th>
<th>Source</th>
<th>Results of test</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>TP</td>
<td>FP</td>
<td>FN</td>
</tr>
<tr>
<td>1 [2]</td>
<td>WHO</td>
<td>460</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2 [6]</td>
<td>Cameroon</td>
<td>235</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>3 [7]</td>
<td>Ghana</td>
<td>140</td>
<td>24</td>
<td>0</td>
</tr>
<tr>
<td>4 [3]</td>
<td>China</td>
<td>164</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5 [4]</td>
<td>Tanzania</td>
<td>390</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>6 [9]</td>
<td>sub-Sahara Africa</td>
<td>222</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

TP: true positive; FP: false positive; FN: false negative; TN: true negative; CI: confidence interval; Se, SeM, Sp, SpM, PPV, PPVM, NPV and NPVM: sensitivity, specificity, positive predictive value and negative predictive value calculated by simple estimation and median estimation, respectively; “-”: the median estimate did not be calculated.
Table 3. Comparisons of predictive values in different regions, calculated using simple estimation and median estimation

<table>
<thead>
<tr>
<th>Assays</th>
<th>African Region</th>
<th>Western Pacific Region</th>
<th>African Region</th>
<th>Western Pacific Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>p=0.107% [19]</td>
<td>p=0.006% [19]</td>
<td>p=0.107% [19]</td>
<td>p=0.006% [19]</td>
</tr>
<tr>
<td></td>
<td>PPV</td>
<td>PPVM</td>
<td>PPV</td>
<td>PPVM</td>
</tr>
<tr>
<td>1 [2]</td>
<td>100.000</td>
<td>50.393</td>
<td>100.000</td>
<td>5.384</td>
</tr>
<tr>
<td>2 [6]</td>
<td>100.000</td>
<td>26.669</td>
<td>100.000</td>
<td>1.997</td>
</tr>
<tr>
<td>3 [7]</td>
<td>0.621</td>
<td>0.618</td>
<td>0.035</td>
<td>0.035</td>
</tr>
<tr>
<td>4 [3]</td>
<td>100.000</td>
<td>30.586</td>
<td>100.000</td>
<td>2.409</td>
</tr>
<tr>
<td>5 [4]</td>
<td>21.832</td>
<td>21.802</td>
<td>1.540</td>
<td>1.538</td>
</tr>
<tr>
<td>6 [9]</td>
<td>100.000</td>
<td>25.684</td>
<td>100.000</td>
<td>1.899</td>
</tr>
</tbody>
</table>

p: HIV infections incidence; PPV, PPVM, NPV and NPVM: positive predictive value and negative predictive value calculated by simple estimation and median estimation, respectively.
Table 4. Comparisons of likelihood ratios of HIV assays, calculated using simple estimation and median estimation

<table>
<thead>
<tr>
<th>Assays</th>
<th>PLR</th>
<th>PLRM</th>
<th>NLR</th>
<th>NLRM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 [2]</td>
<td>infinity</td>
<td>948.363</td>
<td>0.000</td>
<td>0.002</td>
</tr>
<tr>
<td>2 [6]</td>
<td>infinity</td>
<td>339.523</td>
<td>0.021</td>
<td>0.021</td>
</tr>
<tr>
<td>3 [7]</td>
<td>5.833</td>
<td>5.805</td>
<td>0.000</td>
<td>0.006</td>
</tr>
<tr>
<td>4 [3]</td>
<td>infinity</td>
<td>411.369</td>
<td>0.000</td>
<td>0.004</td>
</tr>
<tr>
<td>5 [4]</td>
<td>260.75</td>
<td>260.287</td>
<td>0.000</td>
<td>0.002</td>
</tr>
<tr>
<td>6 [9]</td>
<td>infinity</td>
<td>322.655</td>
<td>0.000</td>
<td>0.003</td>
</tr>
</tbody>
</table>

PLR, PLRM, NLR and NLRM: positive likelihood ratio and negative likelihood ratio calculated by simple estimation and median estimation, respectively.

Discussion

Extreme results of HIV testing assays (i.e., zero false positive and/or false negative) make it challenging to interpret the calculated sample proportion using conventional simple estimate. As shown in Tables 2 to 4, the simple estimate was always 100%, regardless of sample size and prevalence. Although some strategies have been proposed to overcome this challenge, such as substituting 100% directly [13] and adding “pseudo-counts” of successes and failures [14], these strategies do not consider the effect of sample size. Other researchers and we have tried to use Bayesian methods to overcome this dilemma, and the results obtained are similar to those obtained using median estimate [10, 20]. However, Bayesian statistical calculations involve
computationally intensive techniques and require specialised software [10], being
difficult for researchers unfamiliar with such tools. Recently, Kravitz et al. reported the
worst- and best-case performance estimates calculated using the lower and upper 95%
bounds for each test, respectively, and noted that algorithms using data from the lower
end of the confidence interval had lower the diagnostic accuracy, whereas those using
data from the upper end of the confidence interval often outperformed anticipations,
even in comparison to the manufacturers’ performance claims stated in the instructions
for use [15].

The limitations of simple estimate and the study by Kravitz et al. [15] inspired us to
propose a new indicator. Ideally, this new indicator should have the following
characteristics: reasonable methodology, simple calculation, and easy to understand for
clinical researchers; the median estimate proposed in this study satisfies these
requirements. First, the calculation of median estimate was based on binomial
distribution and interval estimation (see Proof of Formula (1) in Additional file 1), and
the median estimate was proved to be in the range from $\frac{n-1}{n}$ to 1, which showed its
statistical plausibility (see Proof of Formula (2) in Additional file 1). Second, the
median estimate (Formula (1)) can be easily understood by non-statisticians because of
its simple definition and intuitive accompanying examples. Finally, its calculation was
straightforward using an Excel sheet that allowed users to directly fill in the data
without writing program scripts (see Additional file 2).

Practical cases examined in this study demonstrated that median estimates provided
more reasonable evaluation of HIV testing assays with extreme performance than
The rationales for using median estimate are presented in terms of both clinical practice and statistical methods. First, in clinical practice, HIV assays have false positives or false negatives in HIV screening and diagnostic testing [10]. When evaluating high accuracy assays, the common reason for 100% sample proportion is that the sample size that can be detected is too small relative to the high accuracy population proportion of interest to detect rare false negatives and false positives, resulting in 100% sample sensitivity and specificity. However, this dilemma can be overcome using the median estimate. Second, based on statistical theory, the point estimate of a proportion should be within the range of the confidence interval, but when \( x \) is equal to \( n \), the simple estimate is at the upper limit of the confidence interval. Clearly, this result contradicts the intuitive perception and statistical definition of confidence intervals [21]. In contrast, the median estimate is within the confidence interval.

The median estimate has remarkable advantages in the evaluation of comprehensive indicators such as predictive values and likelihood ratios. PPV is the most critical indicator to the WHO because it reflects the real state of the epidemic [1]. Careful scrutiny of Table 3 revealed that when extreme data occurred, the PPVs calculated using simple estimates were always equal to 100%, regardless of prevalence. Apparently, this is unreasonable in both theory and practice. In contrast, the PPVs calculated using the median estimates varied with prevalence. These results were consistent with the fact that the higher the prevalence of HIV infection in the population, the greater the probability that individuals who tested positive were truly infected (i.e.,
the greater the PPV) [16]. In addition, the PLRs of simple estimates in Table 4 have implausible results of infinity (∞), which is consistent with the findings of Manak et al. [11]. However, the PLRs of the median estimates presented reasonable results.

Finally, two viewpoints need to be emphasised. First, the simple estimates objectively express the outcomes of HIV tests, regardless of whether \( x \) is equal to \( n \) or less than \( n \). Herein, we suggest that when using median estimates to evaluate the performance of HIV assays with extreme data, this objective result should be reported in an appropriate form, such as assay 1 shown in Table 2, whose sensitivity could be reported as “SeM=99.8% (460/460)” or described as “the median sensitivity is 99.8% with both positive number and sample size of 460”. The interval estimates of the two methods are exactly the same when \( x=n \) (Table 2). Second, the relation between the median estimate and the simple estimate is seamless owing to \( p_{50} > \frac{n-1}{n} \). This suggests that median estimates should be used only when \( x=n \) (that is, the sample sensitivity and/or specificity equal 100%). When \( x<n \), the conventional simple estimate should be used. Therefore, these two types of indicators are complementary in the evaluation of HIV assays. Because the median estimate could compensate for the deficiencies of the simple estimate, it is proposed that the two estimates should be combined for more comprehensive evaluation of HIV assays with extreme test results.

**Conclusions**

In the evaluation of HIV test assays with extreme performance characteristics, such as substantial sensitivity and/or specificity of 100%, it is challenging to interpret the test
results. In this study, we proposed a novel evaluation indicator for such extreme proportion, the median estimate, and proposed a simplified calculation method for its confidence interval. The results demonstrated that the median estimates provided more reasonable results compared to simple estimates for extreme proportion; however, simple estimates objectively expressed the results of HIV testing. The relationship between the median estimate and simple estimate is seamless. Thus, the two types of estimates should be combined for a more comprehensive evaluation of HIV assays with extreme test results.

Additional File

Additional file 1: Proof of Formulae (1) and (2)

Formulae (1) and (2) were proved based on the principle of binomial distribution and interval estimation.

Additional file 2: Excel calculating tool

The Excel calculation tool was developed to evaluate the performance of the diagnostic test when the sensitivity and/or specificity are 100%. By inputting the raw data, the results of Tables 2, 3, and 4 were obtained. The calculation process is straightforward using an Excel sheet, and hence no specialised statistical software or programming knowledge is required.
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