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Abstract

Objectives: To establish the test sensitivity and specificity of the $I^2$ point estimate for testing selection bias risk in meta-analyses under condition of large versus small trial sample size and large versus small trial number in meta-analysis and to test the null-hypothesis that the differences are not statistically significant.

Methods: Simulation trials will be generated in MS Excel, each consisting of three components, entered in form of three parallel columns: a sequence of subject ID (accession) numbers representing trial subjects; a random sequence of allocation to group A or B and a random sequence of a simulated baseline variable (‘age’) per subject, ranging between 50 to 55. These simulation trials will be included into five types of meta-analyses with large/small numbers of trials, as well as trials with large and small sample sizes. All meta-analyses will be tested using the $I^2$ point estimate. The numbers of true positive, false positive, false negative and true negative test results will be established. From these, the test sensitivity and specificity will be computed for each of the meta-analysis types and statistically compared.

Ethics and dissemination: Ethical approval is not required for simulation-based studies. The results will be disseminated as a prior preprint version and subsequent peer-reviewed publication.
Introduction

Meta-analyses form an important part in the methodology of systematic reviews, particularly that of randomized controlled trials (RCTs), with the purpose of statistically pooling the results of individual trials into one summary effect estimate. However, the internal validity of any meta-analysis result is directly dependant on that of its included trials. If the results of one or more single trial(s) are affected by selection bias then so will the result of the meta-analysis be, too.

Selection bias is present in an RCT when the random allocation of patients to the trial’s treatment groups was in some form subverted and patients with characteristics that are known to be conducive to a successful trial outcome are especially allocated to one treatment group, only [1]. In theory, such subversion causes an imbalance in the measurements of baseline variables (such as the mean age of the patients per group) in the trial. In contrast, in RCTs with true random allocation such baseline measurements should differ between the treatment groups, due to the play of chance, only. Consequently, a meta-analysis of such trials should show zero heterogeneity of the same baseline variables in-between trials and therefore reflect an $I^2$ value of zero percent [2]. The $I^2$ – statistic (measured in %) was developed for the purpose of estimating the proportion of variance in trial estimates that is due to heterogeneity. It ranges between 0 – 100% and is now common as an integrated part of meta-analysis [3].

In 2014, Clark et al reported that imbalances of baseline measurements in RCTs are reflected by an increased $I^2$ – point estimate when such measurements are statistically pooled with that of other trials [4]. On this basis, Hicks et al (2018) presented a simple test that would assist in identifying selection bias in meta-analyses. The test includes the extraction of measurements (mean value, standard deviation, sample size) for a baseline variable from all RCTs per treatment group that are included in a particular outcome meta-analysis and the calculation of the t-statistic for each trial. The baseline measurements are included into a fixed effect meta-analysis. If the result yields an $I^2$ – point estimate > 0%, the meta-analysis is repeated after step-wise removal of trials with the largest t-statistic until reaching $I^2 = 0%$. The outcome meta-analysis is then repeated without the removed
RCTs and the new pooled effect estimate noted. If the new pooled effect estimate differs from the previous one, then it is concluded that the outcome meta-analysis was affected by selection bias [2].

However, Rücker et al (2008) established in a simulation study that the $I^2$ – point estimate increases with the number of subjects included in the trials in a meta-analysis. The authors observed that by artificially inflating the sample size under a random effects model meta-analysis, the $I^2$ – point estimate tended to 100% and thus argued that $I^2$ is of limited use in assessing heterogeneity [5].

In addition, von Hippel (2005) noted that the $I^2$ – point estimate can be biased when a meta-analysis includes too few trials. For example, the $I^2$ – point estimate of a small meta-analysis with seven trials for which true heterogeneity is absent overestimated the heterogeneity by average of 12 percentage points and underestimated the heterogeneity by average of 28 percentage points when true heterogeneity was actually present [3].

Against this background [3, 5], it may be concluded that the $I^2$ – point estimate is not only imprecise due to its dependence on trial sample size but also easily affected by systematic error (bias) due to its dependence on the number of trials that are include in a meta-analysis. For that reason it may be assumed that such lack of precision and validity would negatively affect the accuracy of the $I^2$ – point estimate as test for selection bias in meta-analyses.

The aim of this simulation study is to establish the test’s sensitivity and specificity under condition of large versus small trial sample size and large versus small trial number in meta-analysis and to test the null-hypothesis that the differences are not statistically significant.

**Methodology**

*Meta-analyses generation of simulation trials*

Simulation trials will be generated in MS Excel, each consisting of three components, entered in form of three parallel columns: a sequence of subject ID (accession) numbers representing trial subjects; a random sequence of allocation to group A or B and a random sequence of a simulated baseline variable (‘age’) per subject, drawn from uniform distribution, ranging between 50 to 55. The
random allocation sequence will be generated by block-randomization with block size 4 using the ‘Sealed Envelope’ online tool [6]. The random sequence of a simulated baseline variable (‘age’) per subject will be generated using an online random number generator [1]. The comprehensive version of the generator will be used for randomly selecting the values of the baseline variable for each subject with the following settings: Lower limit = 50; Upper limit = 55; Allow duplication of results? = Yes; Sort the results? = Ascend; Type of result to generate = Integer.

These simulation trials will be included into the following types of meta-analyses:

(i) Large meta-analysis ($N_{\text{Trials}} = 15$) with large trials ($N_{\text{Subjects}} = 200$ per trial);
(ii) Large meta-analysis ($N_{\text{Trials}} = 15$) with small trials ($N_{\text{Subjects}} = 60$ per trial);
(iii) Small meta-analysis ($N_{\text{Trials}} = 5$) with large trials ($N_{\text{Subjects}} = 200$ per trial);
(iv) Small meta-analysis ($N_{\text{Trials}} = 5$) with small trials ($N_{\text{Subjects}} = 60$ per trial).

The number of meta-analyses per type will be determined by use of sample size calculation according to the method by Buderer et al. (1996) [8]. For each meta-analysis type, 50% of the meta-analyses will be generated as affected by selection bias and 50% as non-biased. The former will include two biased simulation trials. Trials will be biased by sorting the subjects according to their baseline variable (‘age’) in ascending order and assigning the first half (with the lower values) to group A and the other half to group B.

In addition, the meta-analysis type:

- Small meta-analysis ($N_{\text{Trials}} = 5$) with small trials ($N_{\text{Subjects}} = 60$ per trial)

will be repeated but by replacing all biased with non-biased trials that include 200 subjects, instead.

Sample size calculation

Sample size calculation was conducted using sample size calculator by Arifin (2023) [9] in line with the formula by Buderer et al. (1996) [8] with the following settings: expected sensitivity and specificity for both 80%; prevalence of disease (i.e. prevalence of biased meta-analyses) = 50%; expected precision = 10%; confidence level 100 $(1 - \alpha) = 95%$; expected drop out rate = 0%.
Accordingly, the calculation generated a required sample size of 123 meta-analyses for each meta-analysis type. In order to accommodate an even 50/50% split between biased and non-biased meta-analyses, the number was increased to 124. Therefore, a total of 496 meta-analyses, with 124 for each meta-analysis type, will be generated of which 62 meta-analyses will be repeated and 62 existing meta-analyses altered by replacing biased small trials with a mix of non-biased small and large trials.

Meta-analysis of baseline variable and bias test

According to the test method presented by Hicks et al. (2018) [2], all meta-analyses of the baseline variable will be conducted using inverse variance method with a fixed effect model using Review Manager (RevMan) 5.0.24 software. From each simulation trial the following continuous data of the baseline variable (‘age’) will be calculated and entered per meta-analysis per group A and B: mean value, standard deviation (SD) and sample size (N).

The $I^2$ – point estimate will be recorded for bias testing.

Test accuracy measure

In order to investigate test accuracy, the numbers of true positive (TP), false positive (FP), false negative (FN) and true negative (TN) test results will be established. These results are defined as follows:

- $TP = $ Baseline heterogeneity of biased meta-analysis $I^2 > 0$;
- $FP = $ Baseline heterogeneity of non-biased meta-analysis $I^2 > 0$;
- $TN = $ Baseline heterogeneity of non-biased meta-analysis $I^2 = 0$;
- $FN = $ Baseline heterogeneity of biased meta-analysis $I^2 = 0$. 
From the TP, FP, TN and FN values, the sensitivity and specificity with 95% Confidence interval (CI) will be computed for each of each meta-analysis type.

The test sensitivity is defined as the proportion of all meta-analyses with bias who yield a positive test result (calculated as TP / (TP + FN). The test specificity is defined as the proportion of all meta-analyses without bias who yield a negative test result (calculated as TN / (FP + TN) [10].

**Statistical comparisons**

The established test sensitivities and specificities will be statistically compared between

(i) Large and small meta-analyses and

(ii) Meta-analyses with large and small trials, as well as

(iii) Non-biased small meta-analyses with small trials versus non-biased small meta-analyses with a mix of small and large trials.

by means of the z-test for proportions. The null-hypotheses will be tested that the sensitivities and specificities from large versus small meta-analyses and meta-analyses with large versus small trials do not significantly differ (p > 0.05). Alpha will be set at 5%.

**Reporting**

The final report will be made available online as preprint in one of the major preprint repositories and submitted to a peer-reviewed journal.
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