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**1. Feature extraction, feature selection, and radiomics model building**

1.1 Radiomics feature extraction

Based on the extracted ROI and original CT images, we extracted 1025 -dimensional radiomic features from a single Digital Imaging and Communications in Medicine (DICOM) image of each patient after the conversion of the dataset by using the PyRadiomics package in Python 3.6 software, including the following:

1. Wavelet transform
2. Laplacian of Gaussian (LoG)
3. First-order texture features: mean, entropy, skewness, etc.
4. Shape features: surface area, sphericity, flatness, etc.
5. Grey level co-occurrence matrix: joint average, difference entropy, correlation, etc.
6. Grey level size zone matrix: grey level non-uniformity, zone entropy, grey level variance, etc.
7. Grey level run length matrix: grey level non-uniformity, run variance, short run emphasis, etc.

1.2 Data standardization and feature selection

Because the absolute values of the original radiomic features were quite different, the original data was standardized before data processing. We first standardized the training set (n=116) and then normalized the test set (n=40) with the mean and variance obtained from the training set. The standardization process is shown in formula (1).

 $x^{\*}=\frac{x-μ}{σ}$ (1)

The x\* represents the normalized data, x represents the raw data, μ represents the mean, and σ represents the standard deviation.

Since too many redundant features will cause a large interference in the final model, the dimension reduction of high-dimensional features is required before modelling. We reduced the dimension of the training set separately to ensure that the test set does not participate in the model establishment. First, the 1025-dimensional features were pre-selected in the training set; that is, independent t-tests(1) were performed on every original feature first, resulting in significantly correlated features with P<0.05. Then, the features obtained by pre-selection were selected by LASSO(2, 3) with 10-fold cross-validation. By the mean curve of 10-fold cross-validation, the alpha value of the minimum mean square error was found, and then the low-dimensional radiomics feature signature and feature coefficients were determined. The LASSO dimension reduction is shown in equation (2); that is, the regularized L1 norm is introduced under the condition that the mean square error is guaranteed to be small, and the sparse solution is more easily obtained.

$\min\_{w}\sum\_{i=1}^{m}\left(y\_{i}-w^{T}x\_{i}\right)^{2}+α\left‖ω\right‖\_{1}$ (2)

1.3 Model establishment and performance evaluation

We built models according to low-dimensional radiomics feature signatures that are based on the RFC(4). The RFC consists of multiple CARTs, and each CART trains the sub-classifier by bootstrapping. The calculation process of the RFC model is described in the literature(5, 6). We used RFC as the basic model, with the model parameters set to n\_estimators = 200, max\_depth = 4; that is, the number of CART is 200, and the maximum tree depth is 4. Finally, the RFC predicts results through the voting of each CART, so it has good generalization. We used the ROC curve and AUC as indicators to evaluate model performance.

**2. Supplementary figures**

|  |  |
| --- | --- |
| Feature name | coefficient |
| log-sigma-1.0-mm-3D\_glszm\_GrayLevelNonUniformity | -0.04007475 |
| log-sigma-3.0-mm-3D\_glszm\_GrayLevelNonUniformity | -0.03885293 |
| wavelet-LLL\_glrlm\_GrayLevelNonUniformityNormalized | 0.0448999 |
| wavelet-LLH\_firstorder\_InterquartileRange | -0.0509126 |

  Table S1. Feature names, values and coefficients of radiomics feature signature

 

Figure S2. Feature selection using the LASSO regression method. We used 10- fold cross validation in the LASSO model for the selection of the conditioning parameters (Lambda). The AUC was plotted versus log(Lambda) by using the minimum standard and the minimum standard of 1 standard error (1 - SE standard) to draw the vertical line with the best value. A Lambda value of 0.00597, with log(Lambda) -2.22403 was chosen (1 - SE standard) according to the 10-fold cross validation
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Figure S3. ROC curves of the radiomics model in the training (A) and validation (B) cohorts. The AUC of the training cohort was 0.94 and that of the validation cohort was 0.82.
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