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Abstract.
We give the new double inequalities for the quasi-arithmetic mean and Seiffert-like mean. As applications, two new optimal bounds are presented for the complete elliptic integral of the second kind. And numerical comparisons illustrate that some bounds of our results are better than before.
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1 Introduction

For \(a, b > 0\), the harmonic mean \(H(a,b)\), arithmetic mean \(A(a,b)\), geometric mean \(G(a,b)\) and Logarithmic mean \(L(a,b)\) are respectively defined by (see [5])

\[
H(a,b) = \frac{2ab}{a+b}, \quad A(a,b) = \frac{a + b}{2}, \quad G(a,b) = \sqrt{ab}, \quad L(a,b) = \frac{\log a - \log b}{a - b}.
\]

The generalized Heronian mean \(H_w(a,b)\) defined as (see [3])

\[
H_w(a,b) = \left\{ \begin{array}{ll}
\frac{a + w\sqrt{ab} + b}{w + 2}, & 0 \leq w < \infty \\
\sqrt{ab}, & w = \infty.
\end{array} \right.
\]

In particular, \(H_4\) is denoted by \(\tilde{H}(a,b)\), and \(H_1\) is denoted by \(He(a,b)\). One can see that

\[
He(a,b) = 2A(a,b)/3 + G(a,b)/3, \quad \tilde{H}(a,b) = A(a,b)/3 + 2G(a,b)/3.
\]
Zhao et al. [8] defined the quasi-arithmetic mean $E(a, b)$ as

$$E(a, b) = \begin{cases} 
4a \left[ \varepsilon \left( \sqrt{1 - (b/a)} \right) \right]^2 / \pi^2, & a \geq b \\
4b \left[ \varepsilon \left( \sqrt{1 - (a/b)} \right) \right]^2 / \pi^2, & a < b
\end{cases}$$

where $a, b > 0$ and $\varepsilon$ is the complete elliptic integral of the second kind. This mean $E(a, b)$ has attracted the attention of several researchers (e.g., [4, 8]). From $H(a, b) < E(a, b) < A(a, b)$, Wang et al. [7] proved that the double inequalities

$$\lambda_1 A(a, b) + (1 - \lambda_1) H(a, b) < E(a, b) < \mu_1 A(a, b) + (1 - \mu_1) H(a, b)$$

hold for $a, b > 0$ with $a \neq b$ iff $\lambda_1 \leq 8/\pi^2$, $\mu_1 \geq 7/8$. Letting $a = 1, b = 1 - r^2$, they obtained that

$$L_1 < \varepsilon(r) < S_1, r \in (0, 1)$$

where

$$L_1 = \pi / 2 \left[ \lambda_1 \frac{1 + r^2}{2} + (1 - \lambda_1) \frac{2r^2}{1 + r^2} \right], \quad S_1 = \pi / 2 \left[ \mu_1 \frac{1 + r^2}{2} + (1 - \mu_1) \frac{2r^2}{1 + r^2} \right],$$

and $\lambda_1 = 8/\pi^2$, $\mu_1 = 7/8$, $r' = \sqrt{1 - r^2}$.

Zhang et al. (see [6, 9, 10]) introduced the Seiffert-like mean $V(a, b)$ as follows

$$V(a, b) = \frac{\pi H(a, b)}{2\varepsilon(\frac{a-b}{a+b})} = \frac{\pi H(a, b)}{2\varepsilon(\frac{1 - G^2(a,b)}{A^2(a,b)})}.$$ 

From $H(a, b) < V(a, b) < A(a, b)$, they proved a double inequality for the reciprocal of $V(a, b)$

$$\frac{\lambda_2}{H(a, b)} + \frac{1 - \lambda_2}{A(a, b)} < \frac{1}{V(a, b)} < \frac{\mu_2}{H(a, b)} + \frac{1 - \mu_2}{A(a, b)}$$

holds for all $a, b > 0$ with $a \neq b$ iff $\lambda_2 \leq 2/\pi$, $\mu_2 \geq 3/4$. Putting $a = 1 + r, b = 1 - r$, they obtained

$$L_3 < \varepsilon(r) < S_3, r \in (0, 1)$$

where

$$L_3 = 1 + \left( \frac{\pi}{2} - 1 \right)r^2, \quad S_3 = \frac{\pi}{2} \cdot \frac{3 + r^2}{4}.$$ 

In fact, one can see that $L_3 < L_1 < \varepsilon(r) < S_1 < S_3$, see the last section.
A natural question is whether some better bounds of \( \varepsilon \) can be found? Recently, Wang et al. [7] proved that \( G(a, b) < L(a, b) < He(a, b) \) for all \( a, b > 0 \) with \( a \neq b \). Then it is clear that

\[
H(a, b) < V(a, b) < He(a, b) < A(a, b), \tag{5}
\]

\[
H(a, b) < G(a, b) < \tilde{H}(a, b) < E(a, b) < A(a, b), \tag{6}
\]

for all \( a, b > 0 \) with \( a \neq b \).

In this paper, we will present the new and better double inequalities of \( E(a, b) \) and \( V(a, b) \) with the help of (5) and (6). As applications, we obtain two new optimal bounds of \( \varepsilon(r) \). And numerical comparisons illustrate that some bounds of our results are better than (2) and (4).

2 Preliminaries

Let \( r \in (0, 1) \), the complete elliptic integral of the first kind \( \kappa(r) \) and the second kind \( \varepsilon(r) \) in the Lergedre’s expression form are respectively defined by (see [2])

\[
\kappa(r) = \int_{0}^{\pi/2} \frac{1}{\sqrt{1 - r^2 \sin^2 \theta}} \, d\theta, \quad \kappa(0^+) = \frac{\pi}{2}, \quad \kappa(1^-) = \infty,
\]

\[
\varepsilon(r) = \int_{0}^{\pi/2} \sqrt{1 - r^2 \sin^2 \theta} \, d\theta, \quad \varepsilon(0^+) = \frac{\pi}{2}, \quad \varepsilon(1^-) = 1.
\]

For convenience, \( \varepsilon \) and \( \kappa \) are sometimes used instead of \( \varepsilon(r) \) and \( \kappa(r) \).

It follows from [8] that the function \( r \mapsto \varepsilon(r) \) is strictly decreasing from \( (0, 1) \) onto \( (1, \pi/2) \), and it satisfies the formulas

\[
\varepsilon \left( \frac{2\sqrt{r}}{1 + r} \right) = \frac{2\varepsilon - r^2 \kappa}{1 + r}, \quad \frac{d\varepsilon}{dr} = \frac{\varepsilon - \kappa}{r},
\]

where \( r' = \sqrt{1 - r^2} \).

**Lemma 1** [7, Lemma 3.1] The function \( r \mapsto \frac{4 (2\varepsilon - r^2 \kappa)^2 / \pi^2 - (1 - r^2)}{r^2} \) is strictly increasing from \( (0, 1) \) onto \( (3/2, 16/\pi^2) \).

**Lemma 2** [9, Lemma 2.2] The function \( r \mapsto (\kappa - \varepsilon)/r^2 \) is strictly increasing from \( (0, 1) \) onto \( (\pi/4, \infty) \).
Lemma 3 [1, Theorem 1.25] For $-\infty < a < b < \infty$, let $f, g : [a, b] \to R$ be continuous on $[a, b]$, and differentiable on $(a, b)$, let $g'(x) \neq 0$ on $(a, b)$. If $f'(x)/g'(x)$ is increasing (decreasing) on $(a, b)$, then so are

$$\frac{f(x) - f(a)}{g(x) - g(a)} \quad \text{and} \quad \frac{f(x) - f(b)}{g(x) - g(b)}.$$ 

If $f'(x)/g'(x)$ is strictly monotone, then the monotonicity in the conclusion is also strict.

3 The new double inequalities of $E(a, b)$ and $V(a, b)$

The following result improves the double inequalities (1).

Proposition 1 Let $\alpha_1, \beta_1 \in (0, 1)$, then the double inequality

$$\alpha_1 A(a, b) + (1 - \alpha_1)\tilde{H}(a, b) < E(a, b) < \beta_1 A(a, b) + (1 - \beta_1)\tilde{H}(a, b),$$

holds for all $a, b > 0$, with $a \neq b$ iff $\alpha_1 \leq 5/8$ and $\beta_1 \geq 12/\pi^2 - 1/2$.

Proof. According $A(a, b) > \tilde{H}(a, b)$, so it is clear that the above double inequality is equivalent to

$$\alpha_1 < \frac{E(a, b) - \tilde{H}(a, b)}{A(a, b) - \tilde{H}(a, b)} < \beta_1$$

holding for all $a, b > 0$, with $a \neq b$ iff $\alpha_1 \leq 5/8$ and $\beta_1 \geq 12/\pi^2 - 1/2$.

Since $E(a, b)$, $A(a, b)$ and $\tilde{H}(a, b)$ are symmetric and homogeneous of degree 1, without loss of generality, we assume that $a = (1 + r^2) > b$, $b = (1 - r^2)$ where $r \in (0, 1)$. Then simple computations lead to

$$E(a, b) = \frac{4(1 + r)^2}{\pi^2} \cdot \left[ \varepsilon \left( \frac{2\sqrt{r}}{1 + r} \right) \right]^2 = \frac{\pi^2}{4} \left( 2\varepsilon - r^2 \kappa \right)^2,$$

$$\tilde{H}(a, b) = 1 - \frac{1}{3} r^2.$$ 

Consequently,

$$\frac{E(a, b) - \tilde{H}(a, b)}{A(a, b) - \tilde{H}(a, b)} = \frac{4 \left( 2\varepsilon - r^2 \kappa \right)^2 / \pi^2 - (1 - r^2/3)}{(1 + r^2) - (1 - r^2/3)}$$

$$= \frac{3}{4} \cdot \frac{4 \left( 2\varepsilon - r^2 \kappa \right)^2 / \pi^2 - (1 - r^2)}{r^2} - \frac{1}{2} = f(r).$$
By Lemma 1, \( f(r) \) is increasing from \((0, 1)\) onto \((5/8, 12/\pi^2 - 1/2)\). Therefore the result directly follows. \(\square\)

The following result improves the double inequalities (3).

**Proposition 2** The double inequality

\[
\frac{\alpha_2}{H(a, b)} + \frac{1 - \alpha_2}{He(a, b)} < \frac{1}{V(a, b)} < \frac{\beta_2}{H(a, b)} + \frac{1 - \beta_2}{He(a, b)}
\]

holds for all \(a, b > 0\) with \(a \neq b\) iff \(\alpha_2 \leq 2/\pi\) and \(\beta_2 \geq 7/10\).

**Proof.** From the fact \(He(a, b) > H(a, b)\) for all \(a, b > 0\) with \(a \neq b\), one can see that Proposition 2 is equivalent to

\[
\alpha_2 < \frac{1}{V(a, b)} - \frac{1}{He(a, b)} < \beta_2
\]

holding for all \(a, b > 0\) with \(a \neq b\) iff \(\alpha_2 \leq 2/\pi\) and \(\beta_2 \geq 7/10\).

Since \(H(a, b)\) and \(He(a, b)\) are symmetric and homogeneous of degree 1, without loss of generality, we assume that \(a = 1 + r, b = 1 - r\) where \(r \in (0, 1)\). Then

\[
\begin{align*}
\frac{1}{V(a, b)} &= \frac{2\varepsilon}{\pi r^2 A(a, b)} = \frac{2\varepsilon}{\pi r^2}, \\
\frac{1}{H(a, b)} &= \frac{2ab}{a + b} = \frac{1}{r^2}, \\
\frac{1}{He(a, b)} &= \frac{3}{a + \sqrt{ab} + b} = \frac{3}{2 + r'}.
\end{align*}
\]

Thus

\[
\frac{1}{V(a, b)} - \frac{1}{He(a, b)} = \frac{2\varepsilon/\pi r^2 - 3/(2 + r')}{1/r^2 - 3/(2 + r')} = \frac{2\varepsilon/\pi - 3r^2/(2 + r')}{1 - 3r^2/(2 + r')} = G(r) = \frac{G_1(r)}{G_2(r)}.
\]

Therefore

\[
\begin{align*}
\frac{G_1'(r)}{G_2'(r)} &= \frac{2(\varepsilon - \kappa)/(\pi r) + 3r(4 + r')/(2 + r')^2}{3r(4 + r')/(2 + r')^2} \\
&= \frac{2(\varepsilon - \kappa)}{\pi r} \cdot \frac{(2 + r')^2}{3r(4 + r')} + 1 \\
&= 1 - \frac{2}{3\pi} \cdot \frac{\kappa - \varepsilon}{r^2} \cdot \frac{(2 + r')^2}{4 + r'}.
\end{align*}
\]
One can see that \( r \mapsto \frac{(2 + r)^2}{4 + r} \) is strictly increasing from \((0, 1)\) onto \((1, 9/5)\). It follows from Lemma 2 that \( G_1'(r)/G_2'(r) \) is strictly decreasing on \((0, 1)\). Thus by Lemma 3 we see that \( G(r) \) is strictly decreasing on \((0, 1)\), and by L’Hôpital’s Rule,

\[
G(0^+) = \lim_{r \to 0^+} \frac{G_1'(r)}{G_2'(r)} = \frac{7}{10}, \quad G(1^-) = \frac{G_1(1)}{G_2(1)} = \frac{2}{\pi}.
\]

\[\square\]

4 The optimal bounds of \( \varepsilon \)

The following two new bounds of \( \varepsilon \) can be derived by assigning some special values to \( a \) and \( b \) in Proposition 1 and Proposition 2.

**Theorem 1** For all \( r \in (0, 1) \), we have

\[
L_2 < \varepsilon(r) < S_2,
\]

where

\[
L_2 = \frac{\pi}{2} \sqrt{\alpha_1 \cdot \frac{1 + r'^2}{2} + (1 - \alpha_1)(\frac{1 + r'^2}{6} + \frac{2r'}{3})}, \quad S_2 = \frac{\pi}{2} \sqrt{\beta_1 \cdot \frac{1 + r'^2}{2} + (1 - \beta_1)(\frac{1 + r'^2}{6} + \frac{2r'}{3})},
\]

\(\alpha_1 = 5/8\), and \(\beta_1 = 12/\pi^2 - 1/2\).

**Proof.** Letting \( a = 1 \) and \( b = r'^2 \), one has

\[
E(1, r'^2) = \frac{4}{\pi^2} [\varepsilon(r)]^2, \quad A(1, r'^2) = \frac{1 + r'^2}{2}, \quad \tilde{H}(1, r'^2) = \frac{1}{3} A(1, r'^2) + \frac{2}{3} G(1, r'^2) = \frac{1 + r'^2}{6} + \frac{2r'}{3}.
\]

Substituting the above results into Proposition 2, we obtain (7).

\[\square\]

**Theorem 2** For all \( r \in (0, 1) \), we have

\[
L_4 < \varepsilon(r) < S_4,
\]

where

\[
L_4 = \alpha_2 \cdot \frac{\pi}{2} + (1 - \alpha_2) \cdot \frac{3\pi r'^2}{4 + 2r'}, \quad S_4 = \beta_2 \cdot \frac{\pi}{2} + (1 - \beta_2) \cdot \frac{3\pi r'^2}{4 + 2r'},
\]

\(\alpha_2 = 2/\pi\), and \(\beta_2 = 7/10\).
Proof. Putting \( a = 1 + r, b = 1 - r \), we have

\[
\begin{align*}
\frac{1}{V(1+r, 1-r)} &= \frac{2\varepsilon}{\pi r'^2}, \\
\frac{1}{H(1+r, 1-r)} &= \frac{1}{r'^2}, \\
\frac{1}{He(1+r, 1-r)} &= \frac{3}{2 + r'^2}.
\end{align*}
\]

Substituting the above results into Proposition 2, we obtain (8). \qed

5 Numerical comparisons

In this section, we will show that some new bounds (7) and (8) of \( \varepsilon(r) \) are better than the bounds (2) and (4), receptively.

By Figures 1-2 and Tables 1-2, one can see that

\( L_1 < L_2 < \varepsilon(r) < S_1 < S_2 \).

By Figures 3-6 and Tables 3-4, one can see that

\( L_3 < L_4 < \varepsilon(r) < S_4 < S_3 \).

Figure 1: \( L_1 < \varepsilon < S_1 \)

Figure 2: \( L_2 < \varepsilon < S_2 \)
### Table 1: The calculation of $L_1, L_2$ and $\varepsilon$

<table>
<thead>
<tr>
<th>$r$</th>
<th>$\varepsilon$</th>
<th>$L_1$</th>
<th>$L_1 - \varepsilon$</th>
<th>$L_2$</th>
<th>$L_2 - \varepsilon$</th>
<th>$L_1 - L_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.570796</td>
<td>1.570796</td>
<td>0</td>
<td>1.570796</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.1</td>
<td>1.566862</td>
<td>1.566861</td>
<td>$-1.2746 \times 10^{-6}$</td>
<td>1.566862</td>
<td>$-2.927 \times 10^{-12}$</td>
<td>$-1.2746 \times 10^{-6}$</td>
</tr>
<tr>
<td>0.2</td>
<td>1.554969</td>
<td>1.554948</td>
<td>$-2.0861 \times 10^{-5}$</td>
<td>1.554969</td>
<td>$-7.905 \times 10^{-10}$</td>
<td>$-2.0861 \times 10^{-5}$</td>
</tr>
<tr>
<td>0.3</td>
<td>1.534833</td>
<td>1.534724</td>
<td>$-1.0792 \times 10^{-4}$</td>
<td>1.534833</td>
<td>$-2.2213 \times 10^{-8}$</td>
<td>$-1.0970 \times 10^{-4}$</td>
</tr>
<tr>
<td>0.4</td>
<td>1.505942</td>
<td>1.505575</td>
<td>$-3.6613 \times 10^{-4}$</td>
<td>1.505942</td>
<td>$-2.5401 \times 10^{-7}$</td>
<td>$-3.6588 \times 10^{-4}$</td>
</tr>
<tr>
<td>0.5</td>
<td>1.467462</td>
<td>1.466502</td>
<td>$-9.5973 \times 10^{-4}$</td>
<td>1.467460</td>
<td>$-1.825 \times 10^{-6}$</td>
<td>$-9.5791 \times 10^{-4}$</td>
</tr>
<tr>
<td>0.6</td>
<td>1.418083</td>
<td>1.415910</td>
<td>$-0.002173$</td>
<td>1.418073</td>
<td>$-1.009 \times 10^{-5}$</td>
<td>$-0.002163$</td>
</tr>
<tr>
<td>0.7</td>
<td>1.355661</td>
<td>1.351195</td>
<td>$-3.2366 \times 10^{-5}$</td>
<td>1.355612</td>
<td>$-4.8698 \times 10^{-5}$</td>
<td>$-0.004417$</td>
</tr>
<tr>
<td>0.8</td>
<td>1.276350</td>
<td>1.267852</td>
<td>$-0.008498$</td>
<td>1.276121</td>
<td>$-2.2897 \times 10^{-4}$</td>
<td>$-0.008269$</td>
</tr>
<tr>
<td>0.9</td>
<td>1.171697</td>
<td>1.172611</td>
<td>$-0.014436$</td>
<td>1.170451</td>
<td>$-0.001246$</td>
<td>$-0.013190$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0.961912</td>
<td>$-0.038088$</td>
<td>0.038088</td>
</tr>
</tbody>
</table>

### Table 2: The calculation of $S_1, S_2$ and $\varepsilon$

<table>
<thead>
<tr>
<th>$r$</th>
<th>$\varepsilon$</th>
<th>$S_1$</th>
<th>$S_1 - \varepsilon$</th>
<th>$S_2$</th>
<th>$S_2 - \varepsilon$</th>
<th>$S_1 - S_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.570796</td>
<td>1.570796</td>
<td>0</td>
<td>1.570796</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.1</td>
<td>1.566862</td>
<td>1.566362</td>
<td>$1.2684 \times 10^{-11}$</td>
<td>1.566863</td>
<td>5.9913 $\times 10^{-7}$</td>
<td>$-5.9912 \times 10^{-7}$</td>
</tr>
<tr>
<td>0.2</td>
<td>1.554969</td>
<td>1.554969</td>
<td>$3.4252 \times 10^{-9}$</td>
<td>1.554978</td>
<td>9.807 $\times 10^{-6}$</td>
<td>$-9.804 \times 10^{-6}$</td>
</tr>
<tr>
<td>0.3</td>
<td>1.534833</td>
<td>1.534834</td>
<td>$9.6179 \times 10^{-8}$</td>
<td>1.534885</td>
<td>5.1623 $\times 10^{-5}$</td>
<td>$-5.1527 \times 10^{-5}$</td>
</tr>
<tr>
<td>0.4</td>
<td>1.505942</td>
<td>1.505943</td>
<td>$1.0977 \times 10^{-6}$</td>
<td>1.506114</td>
<td>1.7265 $\times 10^{-4}$</td>
<td>$-1.7156 \times 10^{-4}$</td>
</tr>
<tr>
<td>0.5</td>
<td>1.467462</td>
<td>1.467470</td>
<td>$7.8486 \times 10^{-6}$</td>
<td>1.467917</td>
<td>4.551 $\times 10^{-4}$</td>
<td>$-4.4725 \times 10^{-4}$</td>
</tr>
<tr>
<td>0.6</td>
<td>1.418083</td>
<td>1.418126</td>
<td>$4.2957 \times 10^{-5}$</td>
<td>1.419127</td>
<td>0.001043</td>
<td>$-1.005 \times 10^{-3}$</td>
</tr>
<tr>
<td>0.7</td>
<td>1.355661</td>
<td>1.355864</td>
<td>$2.0279 \times 10^{-4}$</td>
<td>1.357863</td>
<td>0.002202</td>
<td>$-0.001999$</td>
</tr>
<tr>
<td>0.8</td>
<td>1.276350</td>
<td>1.277258</td>
<td>$9.0788 \times 10^{-4}$</td>
<td>1.280797</td>
<td>0.004447</td>
<td>$-0.003539$</td>
</tr>
<tr>
<td>0.9</td>
<td>1.171697</td>
<td>1.176044</td>
<td>0.004347</td>
<td>1.180566</td>
<td>0.008869</td>
<td>$-0.004522$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1.038984</td>
<td>0.038984</td>
<td>0.038984</td>
</tr>
</tbody>
</table>
Table 3: The calculation of $L_3$, $L_4$ and $\varepsilon$

<table>
<thead>
<tr>
<th>$r$</th>
<th>$\varepsilon$</th>
<th>$L_3$</th>
<th>$L_3 - \varepsilon$</th>
<th>$L_4$</th>
<th>$L_4 - \varepsilon$</th>
<th>$L_3 - L_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.570796</td>
<td>1.570796</td>
<td>0</td>
<td>1.570796</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.1</td>
<td>1.566862</td>
<td>1.565088</td>
<td>-0.001774</td>
<td>1.566034</td>
<td>-0.000828</td>
<td>-0.000946</td>
</tr>
<tr>
<td>0.2</td>
<td>1.554969</td>
<td>1.547964</td>
<td>-0.007004</td>
<td>1.551679</td>
<td>-0.003289</td>
<td>-0.003715</td>
</tr>
<tr>
<td>0.3</td>
<td>1.534833</td>
<td>1.519425</td>
<td>-0.015409</td>
<td>1.527524</td>
<td>-0.007309</td>
<td>-0.008099</td>
</tr>
<tr>
<td>0.4</td>
<td>1.505942</td>
<td>1.479469</td>
<td>-0.039365</td>
<td>1.493109</td>
<td>-0.012748</td>
<td>-0.020012</td>
</tr>
<tr>
<td>0.5</td>
<td>1.467462</td>
<td>1.428097</td>
<td>-0.039365</td>
<td>1.448109</td>
<td>-0.019353</td>
<td>-0.020012</td>
</tr>
<tr>
<td>0.6</td>
<td>1.418083</td>
<td>1.365310</td>
<td>-0.052774</td>
<td>1.391403</td>
<td>-0.026680</td>
<td>-0.026094</td>
</tr>
<tr>
<td>0.7</td>
<td>1.355661</td>
<td>1.291106</td>
<td>-0.064555</td>
<td>1.321766</td>
<td>-0.033895</td>
<td>-0.030660</td>
</tr>
<tr>
<td>0.8</td>
<td>1.276350</td>
<td>1.205487</td>
<td>-0.070863</td>
<td>1.237100</td>
<td>-0.039250</td>
<td>-0.031613</td>
</tr>
<tr>
<td>0.9</td>
<td>1.171697</td>
<td>1.205487</td>
<td>-0.063246</td>
<td>1.133567</td>
<td>-0.038130</td>
<td>-0.025115</td>
</tr>
</tbody>
</table>
Table 4: The calculation of $S_3, S_4$ and $\varepsilon$

<table>
<thead>
<tr>
<th>r</th>
<th>$S_3$</th>
<th>$S_3 - \varepsilon$</th>
<th>$S_4$</th>
<th>$S_4 - \varepsilon$</th>
<th>$S_3 - S_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.570796</td>
<td>0</td>
<td>1.570796</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.1</td>
<td>1.566862</td>
<td>1.566869</td>
<td>7.39395 x $10^{-6}$</td>
<td>2.79822 x $10^{-6}$</td>
<td>4.5957 x $10^{-6}$</td>
</tr>
<tr>
<td>0.2</td>
<td>1.554969</td>
<td>0.000120</td>
<td>1.555014</td>
<td>4.55894 x $10^{-5}$</td>
<td>7.4228 x $10^{-5}$</td>
</tr>
<tr>
<td>0.3</td>
<td>1.534833</td>
<td>0.000619</td>
<td>1.535072</td>
<td>0.000238</td>
<td>3.8187 x $10^{-4}$</td>
</tr>
<tr>
<td>0.4</td>
<td>1.505942</td>
<td>1.507964</td>
<td>0.002022</td>
<td>1.506729</td>
<td>0.000238</td>
</tr>
<tr>
<td>0.5</td>
<td>1.467462</td>
<td>1.472622</td>
<td>0.005159</td>
<td>1.469508</td>
<td>0.002046</td>
</tr>
<tr>
<td>0.6</td>
<td>1.418083</td>
<td>1.429425</td>
<td>0.011341</td>
<td>1.422693</td>
<td>0.004609</td>
</tr>
<tr>
<td>0.7</td>
<td>1.355661</td>
<td>1.378374</td>
<td>0.022713</td>
<td>1.365201</td>
<td>0.004609</td>
</tr>
<tr>
<td>0.8</td>
<td>1.276350</td>
<td>1.319469</td>
<td>0.022713</td>
<td>1.295303</td>
<td>0.018953</td>
</tr>
<tr>
<td>0.9</td>
<td>1.171697</td>
<td>1.252710</td>
<td>0.081013</td>
<td>1.209828</td>
<td>0.038131</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1.178097</td>
<td>0.081013</td>
<td>1.099558</td>
<td>0.038131</td>
</tr>
</tbody>
</table>
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