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ABSTRACT

Digital towers using high-resolution cameras that cover a 360-degree view of airports have recently been applied as a solution for some airports by replacing conventional towers. Although many computer vision systems have been developed as tools to assist tower controllers, small flying object detection remains challenging due to their small dimensions and unpredictable trajectories. This paper proposes a novel computer vision framework to detect, track and recognize small flying objects, namely aircraft and drones, in an airport environment. The framework creates a new Convolutional Neural Network which adapts to the unique characteristics of small flying objects. It also exploits the spatial-temporal information, as well as post-processing, to improve the performance. The proposed framework is validated on an airport dataset and Drone-vs-Bird public dataset. The results show that the framework can not only perform object detection in real-time, but also surpass the performance of state-of-the-art models in both datasets by a large margin.

1 Introduction

The digital tower concept has been developed as an alternative to conventional towers for airport management. By using a network of high-resolution cameras that cover a 360-degree view of an airport, the digital tower can provide many advantages over a conventional tower. To further enhance its capabilities, many computer vision systems were developed to automatically detect and track airport objects. Since airport airside is a wide field of view environment with different types of vehicles (speed and dimension), these systems only focus on a particular application such as detecting aircraft on runway, tracking moving aircraft or detecting objects in parking zone. To our best knowledge, detecting and tracking small flying objects, especially drones, remains challenging due to small dimension. In this work, we propose a framework to detect, track and recognize small flying objects including drones and aircraft in videos captured by digital tower by using the state-of-the-art computer vision technique of Convolutional Neural Networks (ConvNets).

Unmanned aerial vehicles (UAVs), also known as drones, have recently been used in various fields such as wireless communications, security and surveillance, precision agriculture and civil infrastructure inspection due to their low maintenance cost and high mobility. Great benefits could be realised if UAV operations are successfully integrated into civilian airspace. Unfortunately, fully integrating Unmanned Aerial System (UAS) operations into a National Airspace System (NAS) is a long and uncertain road, because of the lack of a regulatory framework that allows UAVs to fly in civil airspace. Extensive UAS regulations can be found in the report. The basic functional requirement is that UAVs must have the capability to detect, avoid and maintain a minimum distance between each other and to aircraft, either by built-in sensors or third party systems, such as cameras and ground radars. On the other hand, the number of unauthorized drones flying in airspace has increased significantly, resulting in flight disruptions to avoid potential collisions. There were 404 drone sightings in the vicinity of major airports in the US alone between October and December 2018. In particular, drone sightings causing huge costs have occurred at Dubai International Airport in 2016, Gatwick International Airport in 2018, Changi International Airport in 2019 and Newark Liberty International Airport in 2019, to name a few.

There have been many previous works using different techniques applied to the detection of drones and birds. Video object detection in earlier works involved object detection in individual frames. By improving object detection performance on separate frames, video object detection performance is also improved. However, detection on individual frames does not consider video characteristics. First, the relationship between spatial and temporal information is not exploited. Second, due to technical issues, some frames might suffer motion blur, noise or occlusion, resulting in low performance. Therefore, video object detection approaches exploit spatio-temporal information to address the above challenges. Our framework improves detection performance in three ways. First, we use multiple frames as an input to exploit spatial-temporal
information. Since drone object sizes can be small, color features might not provide useful information. Instead, by stacking three consecutive gray images, a detection model can exploit temporal information with the same computational requirements as one RGB image. The model output is a bounding box, derived from the union of the three bounding boxes of the set of three consecutive frames. By doing this we increase the object sizes, which enables the model to detect objects more easily. Second, we create a new ConvNet which adapts to the unique characteristics of small flying objects. This customized network outperforms the state-of-the-art ConvNets. Third, a tracking algorithm is investigated, not only to track detected objects, but also to reduce false positive (false alarm) and false negative (miss detection) rates. In this algorithm, detected objects in current frames which do not link to previous frames and detected objects in previous frames which cannot be detected in current frames are re-detected. In addition, a majority vote algorithm is applied to adjust object classes if necessary.

The framework is validated on an airport dataset and the Drone-vs-Bird public dataset. The results show that the framework not only can perform small flying object detection in real-time, but also surpass the state-of-the-art models by a large margin.

The rest of this paper is organized as follows. In Section 2, a brief review of previous related work is presented, and video data is described in Section 3. Section 4 presents the proposed framework, with details of the experiment design outlined in Section 5. Results and comparison to other techniques is presented in Section 6. Finally, the paper concludes with summary and discussions in Section 7.

2 Related Work

2.1 Image Object Detection

ConvNets for image object detection can be clustered into one-stage approaches and two-stage approaches.

Two-stage approaches, which were first introduced by R-CNN\textsuperscript{26}, include two separate modules which are the region proposal module and feature extraction module. The region proposal module uses an external algorithm, such as selective search\textsuperscript{27}, to propose typically 300 potential objects from an input image. Features, which are extracted from each proposal object by the feature extraction module, are classified into specific classes. R-CNN requires huge computational resources, because the network extracts features 300 times per image. To reduce computation, Faster R-CNN\textsuperscript{28} introduces a Region Proposal Network to propose potential objects on feature maps which are extracted by feature extraction from an input image.

One-stage approaches\textsuperscript{29,30} directly locate and classify objects on feature maps by taking a dense grid of bounding boxes, which are typically from 10,000 to 100,000 depending on target object sizes and input resolution. One-stage approaches detect objects faster than two-stage approaches, but achieve lower detection performance because of a high imbalance between objects and background. Fortunately, by introducing focal loss\textsuperscript{31} to deal with this imbalance, one-stage approaches can outperform two-stage approaches. With further improvement one-stage approaches, such as Yolov4\textsuperscript{32} and EfficientDet\textsuperscript{33}, have become the state-of-the-art models for object detection.

2.2 Video Object Detection

The major difference between image and video object detection is temporal information. By exploiting spatio-temporal information through multiple frames, features in current input frames will be enhanced, resulting in an increase in detection performance.

Previous works\textsuperscript{34,35} combine features extracted at current frames with optical flow from previous frames. Optical flow is a method of estimating object motion between frames, which is calculated more rapidly than feature extraction. Hence, this method can either be used to speed up detection by replacing feature maps with flow field in some frames\textsuperscript{35}, or to improve detection accuracy by aggregating feature maps and optical field in every frame\textsuperscript{35}. However, optical flow data is extremely difficult to obtain, and motion prediction is required to perform object detection.
Alternatively, temporal information is integrated with spatial information, which is extracted by ConvNets by a deformable convolutional network\textsuperscript{36}, recurrent neural network\textsuperscript{37}, or correlation tracker\textsuperscript{38}. Recently, transformer model\textsuperscript{39} is a prominent candidate for extracting temporal-spatial information due to an ability to model flexible frame sizes.

Several approaches focus on post-processing. Seq-NMS\textsuperscript{40} uses bounding boxes of detected objects from previous frames to re-score detected objects in current frames. The authors in\textsuperscript{41} propose a similarity function to link detected objects across frames.

### 2.3 Drone Detection

Compared to general video object detection, drone detection has unique challenges. First, the object size is small, which makes spatial information not reliable. Second, drone trajectories are unpredictable because they can fly freely in every direction in 3D spaces with wide ranges of velocity and acceleration. Third, drones are captured by high definition cameras, typically 1920 × 1080 resolution, which can compromise real-time detection by the use of current state-of-the-art ConvNets\textsuperscript{32, 33}. Therefore, ConvNets are modified to these specific challenges.

An initial approach for drone detection is to adopt state-of-the-art ConvNets, including SSD\textsuperscript{19}, Faster R-CNN\textsuperscript{42}, Yolov2\textsuperscript{43}, Yolov4\textsuperscript{20} and more recently Yolov5\textsuperscript{44, 45}. Because these models are large and complex, synthetic data are required and the real-time constraint is removed. Moreover, since image object detection relies only on spatial information, the detection performance on small object size may not be sufficient. To improve the result, a super-resolution approach is explored\textsuperscript{23}. Although performance increases, the model takes three seconds to detect one frame using an NVIDIA GeForce TITAN XP, which might be unacceptable for most applications.

To exploit temporal information, the detection is divided into two stages, which are motion extraction and object classification. First, motion is extracted by using Background Subtraction\textsuperscript{21, 22} or ConvNet-based networks\textsuperscript{24, 25}. Background Subtraction extracts the motion by calculating the background-foreground difference between consecutive frames. Since Background Subtraction ignore spatial information, it cannot distinguish drones when they stop moving or fly near other move objects. Moreover, moving background increases the number of detected motion which causes an increase in the classification time and the number of false positives. On the other hand, ConvNet-based networks apply convolutional operations on an input created by staking τ consecutive frames. Because more frames cost more computation, the model size is reduced\textsuperscript{25} or gray scale frames are used instead of color (RGB) frames\textsuperscript{24}. After the training process, these networks aim to extract motion from target objects, which reduces workload for the next stage. The extracted motion is fed to classification models to classify as specific objects including drones, birds, aircraft and noise. These extra models are either a customized ConvNet\textsuperscript{21} or the state-of-the-art models\textsuperscript{22, 24, 25}. Customized ConvNets normally detect faster than the state-of-the-art ConvNets since they create for particular requirements, but model optimization requires ton of knowledge and time.

Based on the above-mentioned literature, our approach tackles the challenges by many directions. We use stacking grayscale frames to exploit temporal information without extra computational cost, which is similar to the work in\textsuperscript{24}. However, we unify two stages into one customized ConvNet to adapt to the specific requirements. On top of that, post-processing is investigated to further improve performance.

### 3 Datasets and Data Engineering

As we focus on digital tower environment, our main dataset is obtained from a digital tower at Leesburg Airport. In addition, we use a public dataset, which is the Drone-vs-Bird Detection Challenge\textsuperscript{46} for comparison.
3.1 Leesburg Executive Airport Dataset

The videos of flying aircraft are obtained from the digital tower installation at Leesburg Executive Airport in USA over one hour. The tower includes 14 cameras and each camera captured a fixed angle of the airport. In the videos, aircraft could be seen flying, taking off and landing as shown in Figure 1. These videos are used for small flying object detection where the pixel dimensions are from 10 × 7 to 28 × 20 which occupied on average 0.01% of the whole frame. Since drones are prohibited to fly in the airport, we record drone videos ourselves. The videos are recorded such that the drone sizes are similar to aircraft. We then blend drones into aircraft videos to create a dataset where aircraft and drones are on the same field of view. The videos are generated by Generative Adversarial Networks to make the videos realistic. For data augmentation purpose, we also blend aircraft to the recorded drone videos, and blend aircraft and drones to different backgrounds as shown in Fig. 2.

We select 20 1080 × 1080 videos, each with a frame rate of 30 frames per second. The dataset is divided into a training set of 18 videos and a testing set of 2 videos. Next, we extract frames from videos and manually label them with bounding boxes. As a result, we compose a dataset with 10000 training images and 1000 testing images.

3.2 Drone-vs-Bird Dataset

Drone-vs-Bird videos are obtained from different sources with high variability including complex backgrounds, different weather conditions or direct sun glare as shown in Figure 3. We use videos collected before the Drone-vs-Bird Detection Challenge 2019 for training, and after the Drone-vs-Bird Detection Challenge 2019 for testing. This data selection increases the detection difficulty, because of the difference between the training and testing video sets characteristics. Moreover, The datasets only have one class, drone, which means other flying objects, including birds and aircraft, are noise. Since we develop the framework for a digital tower environment, we only select static videos, which results in 39 training videos and 8 testing videos. Next, we extract frames from the videos, resulting in 26,201 training frames and 6,944 testing frames.

4 Methodology

Figure 4 illustrates the diagram of the proposed framework. We customize a ConvNet for the special requirements of the detection of small flying objects captured by static high resolution cameras. Next, by stacking multiple frames as an input, the ConvNet detector can exploit the temporal information, which increases the performance. The detected objects are not only tracked through videos, but also post-processed with the support of previous results by a tracking algorithm.
4.1 Object Detection

The AirNet model was developed in previous work \(^4^8\), and was specifically adapted to provide detection of aircraft and ground vehicles in airport environments. To detect small flying objects, we create a small version of AirNet, called SAirNet, as shown in Figure 5. The SAirNet architecture is described as follows.

- Convolutional operations. Similar to the AirNet, we mainly utilize depthwise convolutional operations to prioritise computational time. Standard convolutional operations are sometimes applied to learn cross-channel information.

- Backbone. The backbone consists of 4 identical blocks and a first convolutional layer which normalizes an input image \((W \times W \times 3)\) to a target shape \((W/2 \times W/2 \times C)\). Similar to the AirNet framework, the input size will be reduced by a factor of 2 and the number of channels will increase by \(k\) after passing each block.

- The number of feature scales. As SAirNet is designed to detect small objects, we build SAirNet with 3 feature map scales to cover the range of object sizes.

- Customize anchors. By using multiple frames as an input, the ratios between width and height of objects are unusual as shown in Figure 6. Therefore, we implement a grid search to find the most suitable anchors for the model.

The detector’s input is \(\tau\) consecutive frames and the output is bounding boxes which contain objects from these \(\tau\) frames, as shown in Figure 7. By using multiple frames as an input, the detector can exploit the temporal information. By using crossing-frame bounding boxes, the detected targets become bigger, as shown in Figure 6 and Figure 7. However, increasing \(\tau\) also increases the ratio between the width and height of the bounding boxes, which requires more anchors to cover. Therefore, we choose \(\tau = 3\) to balance the object sizes and object ratios. Moreover, by choosing \(\tau = 3\) and using gray images, there is no extra computational cost between 3-gray-frame input and 1-color-frame input. The object bounding box is reconstructed as an overlap of two detector bounding boxes, as shown in Figure 7.

4.2 Object Tracking

The detected objects are tracked by tracking-by-detection \(^4^9\). Moreover, the tracking algorithm also works as post-processing to improve detection performance. First, we initialize a list of objects \((R)\) which aims to track detected objects through video. Each member has three attributes, which are location \((x_1, y_1, x_2, y_2)\), probability of specific classes (aircraft or drone) and the last time of detection \((t_0)\). At the time \(t\), we calculate intersection over union (IOU) between objects in \(R\) and detected objects at time \(t\) \((R')\) by Eq. (1). Two objects are considered to be the same object if their IOU is greater than 0 and the detected time difference \((t - t_0)\) is smaller than a threshold parameter. The value of this threshold parameter is dependent on the performance of the detection models. The value is small with high performance detection or large with low performance detection. There are three different outputs for this stage.

\[
IOU(r_1, r_2) = \frac{\text{Area}(r_1) \cap \text{Area}(r_2)}{\text{Area}(r_1) \cup \text{Area}(r_2)}
\]  

(1)
Figure 5. The SAirNet architecture. A backbone extracts features from an input image, creating feature maps with three scales. Then the feature maps are refined by BiFPN. Finally, the network detects objects including bounding box regression and class recognition.

Figure 6. Distribution of bounding boxes sizes (left) and ratios (right) of the dataset with different number of frames. $\tau$-frame bounding box is a bounding box which contain an object cross $\tau$ consecutive frames. Increasing number of frames increases not only the size but also the ratio.
Figure 7. The detector bounding box (orange) is an union of object bounding boxes (blue) from three consecutive frames. The object bounding box is an overlap of two detector bounding boxes.

- **Case 1.** An object belongs to both $R$ and $R'$. This means the model successfully detects the object over time. Therefore, its attributes from $R$ are updated according to $R'$.

- **Case 2.** An object belongs to $R$ but not $R'$. This means that the object detected in previous frames cannot be detected in the current frame ($t$). The reason for this occurrence might due to image blur, object occlusion or if the object is too small. Therefore, we focus to re-detect the object. We crop an image from the current frame which is extended from the object location $(x_1, y_1, x_2, y_2)$ at time $t-1$ to ensure the image captures the object. To encourage the detection, we increase the cropped image size and lower the confidence threshold. If the object still cannot be detected, we repeat the process on the $\Delta t$ next frames. Large $\Delta t$ will increase chance of detection, but also increases computation cost. If the object is detected, we update it to $R$ similar case 1. If the object is not detected over the $\Delta t$ frames, we ignore the object.

- **Case 3.** An object belongs to $R'$ but not $R$. This means the object is newly detected, which also means there is a chance of it being a false detection. Therefore, similar to case 2, we re-detect it. The process is similar to case 2, except we raise the confidence threshold to discourage the detection. If the object is still detected, we update it to $R$ as a new object.

5 Experiments

The SAirNet models are trained on Leesburg airport and Drone-vs-Bird data. The training process is performed on a computer with 4 Nvidia Quadro RTX 6000 GPUs, but the test process only uses 1 GPU to report the average running time per image. The hyper-parameters for SAirNet are input resolution ($W$), number of channels ($C$) and their scale ($k$), and the number of layers. The image resolutions are resized randomly, with a scale ranging from 1 to 2, to improve small object detection performance. However, doubling image resolution of 1080 × 1920 with factor 2 requires a huge computational cost. Therefore, we reduce image resolution to 512 × 512 by randomly cropping to speed up the training process. The training process is implemented as follows. First, we initialize an Adam optimizer with a learning rate of $10^{-4}$ and batch size of 64. Next, the network is trained over 20 epochs with flexible image resolution from 512 to 1024. Then, we reduce the learning rate to $10^{-5}$ and train the network with the default input resolution until the network loss no longer decreases.

We implement Yolov4 as a baseline model on the Leesburg airport dataset with similar experimental setup mentioned in the paper. However, due to hardware constraints, the batch size is 32. The SAirNet models are also compared with the best performing models from the Drone-vs-Bird detection challenge 2021. The validation metric is average precision (AP) with IOU of 0.5, which is used for the Drone-vs-Bird detection challenge.

6 Results

The Table 1 and Figure 8 show the results of SAirNet with different settings on the Leesburg airport dataset. By reducing number of feature scales and applying depthwise convolutional operations, the models still achieve real-time detection requirement with high input resolution. Compare to Yolov4 at input resolution of 1024, SAirNet detects three times faster. By increasing the number of parameters and input resolutions, SAirNet models outperform Yolov4 by a high margin. Although the tracking algorithm improves detection performance, it requires more computational time than expanding the model size. However, it still applicable to improve the detection performance when increasing model size is not an option due to hardware constraints or overfitting.
Figure 8. Average precision and corresponding running time on the Leesburg airport dataset. Tracking with post-process algorithm increases performance but also increases running time.

<table>
<thead>
<tr>
<th>Model</th>
<th>Res</th>
<th>Param</th>
<th>Time</th>
<th>(AP)</th>
<th>(AP_{aircraft})</th>
<th>(AP_{drone})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yolov4</td>
<td>896</td>
<td>27.6M</td>
<td>42 ms</td>
<td>90.01%</td>
<td>84.78%</td>
<td>95.45%</td>
</tr>
<tr>
<td>Yolov4</td>
<td>1024</td>
<td>27.6M</td>
<td>62 ms</td>
<td>91.47%</td>
<td>84.01%</td>
<td>98.94%</td>
</tr>
<tr>
<td>SAirNet</td>
<td>1024</td>
<td>144K</td>
<td>20 ms</td>
<td>87.58%</td>
<td>86.58%</td>
<td>88.58%</td>
</tr>
<tr>
<td>SAirNet</td>
<td>1152</td>
<td>478K</td>
<td>29 ms</td>
<td>93.50%</td>
<td>94.63%</td>
<td>92.36%</td>
</tr>
<tr>
<td>SAirNet</td>
<td>1280</td>
<td>1.6M</td>
<td>43 ms</td>
<td>97.67%</td>
<td>96.21%</td>
<td>99.13%</td>
</tr>
<tr>
<td>SAirNet + Track</td>
<td>1024</td>
<td>144K</td>
<td>60 ms</td>
<td>93.22%</td>
<td>96.51%</td>
<td>89.94%</td>
</tr>
<tr>
<td>SAirNet + Track</td>
<td>1152</td>
<td>478K</td>
<td>78 ms</td>
<td>96.98%</td>
<td>99.27%</td>
<td>94.70%</td>
</tr>
<tr>
<td>SAirNet + Track</td>
<td>1280</td>
<td>1.6M</td>
<td>100 ms</td>
<td>99.68%</td>
<td>99.62%</td>
<td>99.74%</td>
</tr>
</tbody>
</table>

Table 1. The experimental results, including the input resolution, number of parameters, running time and average precision, from different settings for Leesburg airport dataset.

<table>
<thead>
<tr>
<th>Video</th>
<th>SAirNet</th>
<th>SAirNet Track</th>
<th>OBSS</th>
<th>CARG</th>
<th>R-CNN</th>
<th>RetinaNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>GOPR5843_004</td>
<td>88.4%</td>
<td>99.1%</td>
<td>95.3%</td>
<td>95.1%</td>
<td>95.5%</td>
<td>95.5%</td>
</tr>
<tr>
<td>GOPR5847_001</td>
<td>88.0%</td>
<td>96.9%</td>
<td>66.3%</td>
<td>63.8%</td>
<td>66.3%</td>
<td>64.3%</td>
</tr>
<tr>
<td>GOPR5851_002</td>
<td>94.9%</td>
<td>89.7%</td>
<td>61.8%</td>
<td>28.6%</td>
<td>60.6%</td>
<td>60.6%</td>
</tr>
<tr>
<td>GOPR5868_001</td>
<td>95.5%</td>
<td>90.0%</td>
<td>95.1%</td>
<td>100%</td>
<td>98.9%</td>
<td>91.9%</td>
</tr>
<tr>
<td>C0001_27.46_solo</td>
<td>88.9%</td>
<td>92.6%</td>
<td>81.0%</td>
<td>46.3%</td>
<td>85.5%</td>
<td>87.3%</td>
</tr>
<tr>
<td>C0001_57.00_inspire</td>
<td>96.7%</td>
<td>94.3%</td>
<td>87.3%</td>
<td>73.6%</td>
<td>89.8%</td>
<td>73.7%</td>
</tr>
<tr>
<td>C0001_11.23_inspire</td>
<td>87.2%</td>
<td>89.2%</td>
<td>10.0%</td>
<td>08.8%</td>
<td>77.9%</td>
<td>78.8%</td>
</tr>
<tr>
<td>C0006_split</td>
<td>05.3%</td>
<td>22.9%</td>
<td>00.0%</td>
<td>00.0%</td>
<td>01.4%</td>
<td>08.0%</td>
</tr>
<tr>
<td>Overall</td>
<td>80.6%</td>
<td>85.0%</td>
<td>60.5%</td>
<td>47.8%</td>
<td>72.9%</td>
<td>67.6%</td>
</tr>
</tbody>
</table>

Table 2. The comparison for different models in the Drone-vs-Bird dataset. The AP is reported for each video in test set. OBSS and CARG are the winning entries of the Drone-vs-Bird Detection Challenge 2021. R-CNN and RetinaNet are the baselines from the organization.
Figure 9. Samples of SAirNet detection results from different videos in the Leesburg dataset. The green, blue and red boxes indicate Case 1, Case 2 and Case 3 (described in Section 4.2), respectively.

Figure 10. Samples of SAirNet detection results from different videos in the Drone-vs-Bird dataset. The green, blue and red boxes indicate Case 1, Case 2 and Case 3 (described in Section 4.2), respectively.
Figure 11. Samples of SAirNet detection results from C0001_11_23_inspire_1m (left) and c0006_split_01_01 (right), which are the most challenging videos in the Drone-vs-Bird test set. The green, blue and red boxes indicate Case 1, Case 2 and Case 3 (described in Section 4.2), respectively.

Figure 12. Samples of color images (top) and motion images (bottom), which are an input of SAirNet. Static objects are monochrome, whereas moving objects are chromatic.
Table 2 shows the comparison between our models and the best models of Drone-vs-Bird detection challenge 2021. SAirNet achieves the highest overall performance. Moreover, the overall performance is further improved with the inclusion of the tracking algorithm.

Figure 9 and Figure 10 show the SAirNet detection samples. The green boxes indicate objects detected by SAirNet and accepted by the tracking algorithm (Case 1 described in Subsection 4.2). The model can detect small objects or occluded objects thanks to spatio-temporal information. The red boxes indicate objects detected by SAirNet but rejected by tracking algorithm (Case 2 described in Subsection 4.2) while the blue boxes indicate objects which cannot be detected by SAirNet but get re-detected by the tracking algorithm (Case 3 described in Subsection 4.2). The tracking algorithm can reject slow and occasionally moving objects, such as water waves, tree leaves or clouds, which improves the detection performance. However, the tracking algorithm cannot reject constantly moving objects including humans, aircraft, animals or tree leaves under high wind, which reduces detection performance.

Figure 11 shows the SAirNet detection samples from C0001_11_23_inspire_1m and C0006_split_01_01, which are the most difficult videos in the Drone-vs-Bird test set. For the C0001_11_23_inspire_1m video, drones are detected with difficulty due to the presence of occlusion. However, SAirNet easily overcomes this problem by motion information, as shown in the left of the Figure 12. Moreover, birds are another challenge which can cause many false positives. SAirNet only rejects slow-moving birds, but falsely detects fast-moving birds. C0006_split_01_01 is the most difficult video in the test set, in which every model failed to detect the drone. In this video a drone which is similar in color to a light traffic pillar descends vertically. As shown in the right of the Figure 12, there is rarely any motion sight since the drone moves very slowly. However, by tracking and post-processing, SAirNet can improve the detection performance, particularly when the drone is separated from the pillar or when it accelerates.

7 Conclusion

Small UAVs are required to be detected for the integration of UAV operations, or the prevention of drone incursion at airports. Advancement in digital tower and computer vision have offered new approaches to meet this requirement. This paper proposes a computer vision framework to detect, track and recognize small flying objects by exploiting spatial-temporal information with a state-of-the-art computer vision technique. The framework demonstrates high performance for the Leesburg airport dataset with 99.69% AP. Moreover, the framework outperforms the best algorithms of the public detection challenge by a large margin.

For future work, the framework will be extended to estimate the geographical location of detected objects. However, 3D position estimation is difficult to estimate by using only one camera. One possible solution is to mount multiple cameras at multiple locations, such as gates, fences or other static infrastructure.

Data Availability

There are two datasets in the study which are Leesburg airport dataset and drone-vs-bird dataset.

- The Leesburg airport videos in the current study are not publicly available because they are confidential videos from a private company but are available from the corresponding author on reasonable request.

- The Drone-vs-Bird videos that support the findings of this study are available from International workshop on small-drone surveillance, detection and counteraction techniques but restrictions apply to the availability of these data, which were used under license for the current study, and so are not publicly available. Data are however available from the authors upon reasonable request and with permission of International workshop on small-drone surveillance, detection and counteraction techniques. They can be reached at wosdetc@googlegroups.com.
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