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Comparison theorems for second order linear and half-linear difference equations

YUTAKA SHOUKAKU

ABSTRACT. In this paper, discrete comparison theorems of Sturm’s type is developed for a pair of second order linear difference equations. In particular, we present here Sturm-Picone type and Leighton type comparison theorems on second order linear difference equations. Our research is motivated by famous book [14] dealing with a similar problem for second order linear differential equations. Furthermore we extend and investigate the more general half-linear difference equation by referring the famous paper [9]. Examples are given to illustrate the relevance of the results.

1. Introduction

This paper is devoted to the existence and location of the zeros of the solutions of second order linear or half-linear difference equations. At first, we will consider second order linear difference equations of the form

\( l[u_n] \equiv \Delta(a_n \Delta u_n) + c_n u_{n+1} = 0, \) (E1)

\( L[v_n] \equiv \Delta(A_n \Delta v_n) + C_n v_{n+1} = 0, \) (E2)

where \( \Delta \) is the forward difference operator, that is, \( \Delta = u_{n+1} - u_n, \Delta^2 u_n = \Delta(\Delta u_n) \), and \( \alpha, \beta \in \mathbb{Z}, \alpha < \beta \). The sequences \( c_n, C_n \) are real-valued sequences on \( [\alpha, \beta] \), and \( a_n, C_n \) are positive real-valued sequences on \( [\alpha, \beta+1] \).

The second purpose of this paper we shall discuss about the second order half-linear difference equations

\( l_r[u_n] \equiv \Delta(a_n \Psi_r(\Delta u_n)) + c_n \Psi_r(u_{n+1}) = 0, \) (E3)

\( L_r[v_n] \equiv \Delta(A_n \Psi_r(\Delta v_n)) + C_n \Psi_r(v_{n+1}) = 0, \) (E4)

where \( \Psi_r = |s|^{r-1}s \) and \( r > 0 \) is a constant.

By a solution of (Ei) \( (i = 1, 2, 3, 4) \), we mean a nontrivial real sequence \( x_n \) which is defined for all positive integer \( n \geq n_0 \) and satisfies (Ei) \( (i = 1, 2, 3, 4) \) for \( n \geq n_0 \). A solution \( x_n \) of (Ei) \( (i = 1, 2, 3, 4) \) is said to be oscillatory if for every positive integer \( N \geq n_0 \), there exists \( n \geq N \) such that \( x_n = 0 \) otherwise \( x_n \) is said to be nonoscillatory. Indeed, this definition says that nontrivial solutions of equations (Ei) \( (i = 1, 2, 3, 4) \) can have only “simple” zeros.

The second order linear difference equation

\( \Delta(a_n \Delta x_n) + c_n x_{n+1} = 0 \)

\( \)
have been investigated many authors [1-5,7,10,11]. The authors [4,7] proved Reid’s roundabout theorem, Sturm-type separation theorem and Sturm-type comparison theorem by using the concept of disconjugacy. Equation (1) is said to be disconjugate provided no nontrivial solution of equation (1) has two or more generalized zeros. Here, an interval \((m, m + 1]\) is said to contain the generalized zero of a solution of (1), if \(x_m \neq 0\) and \(x_m x_{m+1} \leq 0\).

**Reid’s roundabout theorem** ([2]). All of the following statements are equivalent

1. Equation (1) is disconjugate on \([\alpha, \beta]\).
2. Equation (1) has a solution \(x_n\) without generalized zeros in the interval \([\alpha, \beta + 1]\).
3. The Riccati difference associated with (1), namely,
   \[ R[w_n] = \Delta w_n + \frac{w_n^2}{w_n + a_n} + c_n = 0, \]
   where \(w_n = a_n \Delta x_n/x_n\), has a solution \(w_n\) on \([\alpha, \beta]\) satisfying \(a_n + w_n > 0\) on \([\alpha, \beta]\).
4. The functional \(F\) is positive definite on \(U(\alpha, \beta)\), where
   \[ F(\xi; \alpha, \beta) = \sum_{i=\alpha}^{\beta} [a_i |\Delta \xi_i|^2 - c_i |\xi_{i+1}|^2] \]
   and
   \[ U(\alpha, \beta) = \{ \xi : [\alpha, \beta + 2] \rightarrow \mathbb{R} : \xi_\alpha = \xi_{\beta + 1} = 0 \}. \]

**Sturm separation theorem (discrete)** ([2]). Two linearly independent solutions of equation (1) cannot have common zero. If a nontrivial solution of equation (1) has a zero at \(t_1\) and a generalized zero at \(t_2 > t_1\), then any second linearly independent solution (1) has a generalized zero in \((t_1, t_2]\). If a nontrivial solution of equation (1) has a generalized zero at \(t_1\) and a generalized zero at \(t_2 > t_1\), then any second linearly independent solution has a generalized zero in \([t_1, t_2]\).

**Sturm’s comparison theorem (discrete)** ([2]). Suppose \(a_n \geq A_n\) and \(c_n \leq C_n\) in the interval \(n \in [\alpha, \beta]\). If \((E_1)\) is disconjugate on \([\alpha, \beta]\), then \((E_2)\) is also disconjugate on \((\alpha, \beta + 1]\).

In [3], authors proved Sturm-type comparison theorem on finite or infinite intervals by using the concept of recessive solution. However, it seems that the discrete analogue of comparison theorem is not yet studied. For this reason, our research is motivated by continuous case. It is a famous book [14] dealing with the comparison theorems for self-adjoint equations

\[
Lu \equiv (a(x)u'(x))' + c(x)u(x) = 0, \\
Lv \equiv (A(x)v'(x))' + C(x)v(x) = 0
\]
on a bounded open interval \(\tilde{\alpha} < x < \tilde{\beta}\) and \(\tilde{\alpha}, \tilde{\beta} \in \mathbb{R}\), where \(a, c, A\) and \(C\) are real-valued continuous functions and \(a(x) > 0, A(x) > 0\) on \([\tilde{\alpha}, \tilde{\beta}]\). In this book he present following theorems:
Sturm-Picone Comparison Theorem (continuous) ([9]). Suppose $a(x) > A(x)$ and $c(x) < C(x)$ in the interval $\alpha < x < \beta$. If there exists a nontrivial real solution $u$ of $L[u] = 0$ such that $u(\alpha) = u(\beta) = 0$, then every real solution of $L[y] = 0$ has at least one zero in $(\alpha, \beta)$.

Sturm separation theorem (continuous) ([9]). The zeros of linearly independent solutions of $L[u] = 0$ separate each other.

In the third section the foregoing results are generalized for linear equations $(E_i)$ $(i = 1, 2)$. The following equation is the discrete version of the second order half-linear difference equation

\[ \Delta(a_n \Psi_r(\Delta x_n)) + c_i \Psi_r(x_{n+1}) = 0, \]

whose following comparison results was proved in [12,13].

Reid’s roundabout theorem ([12]). All of the following statements are equivalent

1. Equation (2) is disconjugate on $[\alpha, \beta]$.
2. Equation (2) has a solution $x_n$ without generalized zeros in the interval $[\alpha, \beta + 1]$.
3. The Riccati difference associated with (2), namely,
   \[ R[w_n] = \Delta w_n + w_n \left( 1 - \frac{\Psi_r(w_n)}{\Psi_r(w_{n+1})} \right) + c_n = 0, \]
   where $w_n = a_n \Psi_r(\Delta x_n)/\Psi_r(x_n)$, has a solution $w_n$ on $[\alpha, \beta]$ satisfying $a_n + w_n > 0$ on $[\alpha, \beta]$.
4. The functional $F$ is positive definite on $U(\alpha, \beta)$, where
   \[ F(\xi; \alpha, \beta) = \sum_{i=\alpha}^{\beta} [a_i |\Delta \xi_i|^r - c_i |\xi_{i+1}|^r] \]
   and
   \[ U(\alpha, \beta) = \{ \xi : [\alpha, \beta + 2] \to \mathbb{R} : \xi_\alpha = \xi_{\beta+1} = 0 \}, \]
   where $F$ is positive definite on $U$ provided $F(\xi) \geq 0$ for all $\xi \in U$, and $F(\xi) = 0$ if and only if $\xi = 0$.

Sturm separation theorem (discrete) ([12]). Two linearly independent solutions of equation (2) cannot have common zero. If a nontrivial solution of equation (2) has a zero at $t_1$ and a generalized zero at $t_2 > t_1$, then any second linearly independent solution (2) has a generalized zero in $(t_1, t_2]$. If a nontrivial solution of equation (2) has a generalized zero at $t_1$ and a generalized zero at $t_2 > t_1$, then any second linearly independent solution has a generalized zero in $[t_1, t_2]$.

Sturm’s comparison theorem (discrete) ([2]). Suppose $a_n \geq A_n$ and $c_n \leq C_n$ in the interval $n \in [\alpha, \beta]$. If $(E_3)$ is disconjugate on $[\alpha, \beta]$, then $(E_4)$ is also disconjugate on $(\alpha, \beta + 1)$.
Picone identity concerning the second order half-linear differential equation

\[ l_r[u] \equiv (a(x)\Psi_r(u'(x)))' + c(x)\Psi_r(u(x)) = 0, \]
\[ L_r[v] \equiv (A(x)\Psi_r(v'(x)))' + C(x)\Psi_r(v(x)) = 0 \]

can be found in [9] and there was given following comparison theorem.

**Sturm-Picone comparison theorem (continuous)** ([9]). If \( a(x) \geq A(x) \) and \( C(x) \geq c(x) \) on a given interval \( I \) and there exists an \( u \) such that \( l_r[u] = 0 \), then any solution of \( L_r[v] = 0 \) either has a zero in \((\alpha, \beta)\) or it is a constant multiple of \( u \).

In this paper our purpose is to derive the discrete version of comparison theorems similar to continuous version of comparison theorems for second order linear or half-linear difference equations.

### 2. Comparison theorems for linear difference equations

Based on the book [14], we establish the following comparison theorems.

**Theorem 1 (Sturm).** Suppose \( a_n = A_n \) and \( c_n < C_n \) in the interval \( n \in [\alpha, \beta + 1] \). If there exists a nontrivial solution \( u_n \) of \( l[v_n] = 0 \) such that \( u_n = u_{\beta + 1} = 0 \), then every solution of \( L[v] = 0 \) has at least one zero in \((\alpha, \beta + 1)\).

**Proof.** Suppose to the contrary that \( v_n \) does not vanish in \((\alpha, \beta + 1)\). It may be supposed without loss of generality that \( v_n > 0 \) and also \( u_n > 0 \) in \((\alpha, \beta + 1)\). Multiplication of (E1) by \( v_{n+1}, (E_2) \) by \( u_{n+1} \), subtraction of the resulting equations, and summing yields

\[ \sum_{i=\alpha}^{\beta} \left( \Delta(a_i \Delta u_i) \cdot v_{i+1} - \Delta(a_i \Delta v_i) \cdot u_{i+1} \right) = \sum_{i=\alpha}^{\beta} (C_i - c_i) u_{i+1} v_{i+1}. \]  

On the other hand, the left part of (3) is equal to

\[ \sum_{i=\alpha}^{\beta} \left( \Delta(a_i \Delta u_i) \cdot v_{i+1} - \Delta(a_i \Delta v_i) \cdot u_{i+1} \right) = \sum_{i=\alpha}^{\beta} \Delta \left( a_i \Delta u_i \cdot v_i - a_i u_i \cdot \Delta v_i \right). \]

Since the sum on the left side is the forward difference of \( a_i (\Delta u_i v_i - u_i \Delta v_i) \) and \( C_i - c_i > 0 \) by hypothesis, it follows that

\[ a_i (\Delta u_i \cdot v_i - u_i \cdot \Delta v_i) |_{i=\alpha}^{\beta+1} > 0. \]

However, \( u_n = u_{\beta + 1} = 0 \) by hypothesis, and since \( u_\alpha > 0 \) in \((\alpha, \beta + 1)\), \( \Delta u_n > 0 \) and \( \Delta u_{\beta + 1} < 0 \). This inequality \( \Delta u_{\beta + 1} < 0 \) holds because the equation (E1) is rewritten as

\[ a_{i+1} \Delta u_{i+1} - a_i \Delta u_i + c_i u_{i+1} = 0, \]

and so, substituting the above into \( i = \beta \) yields

\[ a_{\beta + 1} \Delta u_{\beta + 1} = a_\beta \Delta u_\beta < 0. \]

Thus the left inequality of (4) is negative, which is a contradiction.

**Theorem 2 (Sturm-Picone).** Suppose \( a_n > A_n \) and \( c_n < C_n \) in the interval \( n \in [\alpha, \beta + 1] \). Then the conclusion of Theorem 1 is valid.
The proof will be deferred since this is a special case of a theorem of Leighton (Theorem 4) to be proved later. The following lemma will be stated in terms of the quadratic functional defined by the equation

\[ J[u_n] = \sum_{i=\alpha}^{\beta} (A_i \Delta u_i^2 - C_i u_{i+1}^2). \]

The domain \( D \) of \( J \) is defined to be the set of all real-valued functions \( u_n \in C[\alpha, \beta + 1] \) such that \( u_\alpha = u_{\beta + 1} = 0 \).

**Lemma 1.** If there exists a function \( u_n \in D \), not identically zero, such that \( J[u_n] \leq 0 \), then every real solution of \( L[v_n] = 0 \) except a constant multiple of \( u_n \) vanishes at some point of \((\alpha, \beta + 1)\).

**Proof.** Suppose to the contrary that there exists a solution \( v_n \neq 0 \) in \((\alpha, \beta + 1)\). Now, since

\[ A_n v_n v_{n+1} \left[ \Delta \left( \frac{u_n}{v_n} \right) \right]^2 = A_n \left( \frac{v_n}{v_{n+1}} \right) (\Delta u_n)^2 + \frac{2A_n \Delta u_n \Delta v_n}{v_{n+1}} + A_n \left( \frac{v_n}{v_{n+1}} \right) \left( \frac{u_n}{v_n} \right)^2 \]

and

\[ \Delta \left( \frac{A_n u_n^2 \Delta v_n}{v_n} \right) = \frac{u_{n+1}^2}{v_{n+1}} (\Delta A_n v_n) + \frac{A_n \Delta v_n (u_{n+1} - u_n) \Delta u_n}{v_{n+1}} - \frac{A_n (u_n \Delta v_n)^2}{v_{n+1}}, \]

so it is obvious that

\[ A_n v_n v_{n+1} \left[ \Delta \left( \frac{u_n}{v_n} \right) \right]^2 + \Delta \left( \frac{A_n u_n^2 \Delta v_n}{v_n} \right) = A_n \left( \frac{v_n}{v_{n+1}} \right) (\Delta u_n)^2 + \frac{A_n \Delta v_n (u_{n+1} - u_n) \Delta u_n}{v_{n+1}} + \frac{u_{n+1}^2}{v_{n+1}} \frac{\Delta (A_n v_n)}{v_{n+1}} = A_n \left( \frac{v_n + \Delta v_n}{v_{n+1}} \right) (\Delta u_n)^2 + \frac{u_{n+1}^2}{v_{n+1}} \Delta (A_n v_n) = A_n (\Delta u_n)^2 + \frac{u_{n+1}^2}{v_{n+1}} (L[v_n] - C_{n+1} v_{n+1}). \]

Hence, for all \( v_n \) and \( u_n \in D \), the following identity is valid in \((\alpha, \beta + 1)\):

\[ A_n v_n v_{n+1} \left[ \Delta \left( \frac{u_n}{v_n} \right) \right]^2 + \Delta \left( \frac{A_n u_n^2 \Delta v_n}{v_n} \right) = A_n (\Delta u_n)^2 - C_{n+1} (u_{n+1})^2 + \frac{u_{n+1}^2}{v_{n+1}} L[v_n]. \]

Since \( L[v_n] = 0 \) in \( n \in (\alpha, \beta + 1) \), sum of (8) has

\[ \sum_{i=y}^{z} (A_i \Delta u_i^2 - C_i u_{i+1}^2) = \sum_{i=y}^{z} A_i v_i v_{i+1} \left[ \Delta \left( \frac{u_i}{v_i} \right) \right]^2 + \left( \frac{A_i u_i^2 \Delta v_i}{v_i} \right) \bigg|_{i=y}^{z}, \]
for arbitrary $y$ and $z$ satisfying $\alpha < y < z < \beta$.

1) If $v_\alpha \neq 0$ and $v_{\beta+1} \neq 0$. It follows from (5) that and hypotheses $u_\alpha = u_{\beta+1} = 0$ that

\begin{equation}
J[u_n] = \sum_{i=\alpha}^{\beta} A_i u_i v_{i+1} \left( \Delta \left( \frac{u_i}{v_i} \right) \right)^2.
\end{equation}

Since $A_i > 0$, $J[u_n] \geq 0$, equality if and only if $\Delta \left( \frac{u_i}{v_i} \right)$ is identically zero, i.e., $u_i$ is a constant multiple of $v_i$. The latter cannot occur since $u_\alpha = 0$ and $v_\alpha \neq 0$, and hence $J[u_n] > 0$. The contradiction shows that $v_n$ must have a zero in $(\alpha, \beta + 1)$.

2) If $v_\alpha = v_{\beta+1} = 0$. Let $\varepsilon > 0$ is arbitrary small and $\alpha_\varepsilon = \lceil \alpha + \varepsilon \rceil$ where $\lceil \cdot \rceil$ denotes the ceiling function. Then we define $\alpha_\varepsilon \geq \alpha$ such that $|u_{\alpha_\varepsilon} - u_\alpha| < \varepsilon$ and $|v_{\alpha_\varepsilon} - v_\alpha| < \varepsilon$. Then we obtain

\begin{equation}
\frac{A_{\alpha_\varepsilon} u_{\alpha_\varepsilon}^2 \Delta v_{\alpha_\varepsilon}}{v_{\alpha_\varepsilon}} = \frac{A_{\alpha_\varepsilon} u_{\alpha_\varepsilon} \Delta v_{\alpha_\varepsilon}}{\left( e^{u_{\alpha_\varepsilon} \log \left( 1 + \frac{v_{\alpha_\varepsilon}}{u_{\alpha_\varepsilon}} \right)} \frac{v_{\alpha_\varepsilon}}{u_{\alpha_\varepsilon}} - 1 \right)},
\end{equation}

which leads to

\begin{equation}
\lim_{\varepsilon \to 0} \frac{A_{\alpha_\varepsilon} u_{\alpha_\varepsilon}^2 \Delta v_{\alpha_\varepsilon}}{v_{\alpha_\varepsilon}} = \lim_{\varepsilon \to 0} \frac{A_{\alpha_\varepsilon} u_{\alpha_\varepsilon} \Delta v_{\alpha_\varepsilon}}{\left( e^{u_{\alpha_\varepsilon} \log \left( 1 + \frac{v_{\alpha_\varepsilon}}{u_{\alpha_\varepsilon}} \right)} \frac{v_{\alpha_\varepsilon}}{u_{\alpha_\varepsilon}} - 1 \right)} = 0
\end{equation}

by applying $\lim_{\xi \to 0} (1 + \xi)^{\frac{1}{\xi}} = e$ and $\lim_{\xi \to 0} \frac{e^{\xi} - 1}{\xi} = 1$. Similarly, we set $\varepsilon > 0$ is arbitrary small and $\beta_\varepsilon = \lfloor \beta - \varepsilon \rfloor$ where $\lfloor \cdot \rfloor$ denotes the floor function. So there exists $\beta_\varepsilon \leq \beta$ such that $|u_{\beta_\varepsilon+1} - u_{\beta+1}| < \varepsilon$ and $|v_{\beta_\varepsilon+1} - v_{\beta+1}| < \varepsilon$. And so we have

\begin{equation}
\lim_{\varepsilon \to 0} \frac{A_{\beta_\varepsilon+1} u_{\beta_\varepsilon+1}^2 \Delta v_{\beta_\varepsilon+1}}{v_{\beta_\varepsilon+1}} = 0.
\end{equation}

It then follows from (9) in the limit $y, z \to \alpha, \beta + 1$ that (10) is still valid, and $J[u_n] > 0$. Hence we obtain the contradiction $J[u_n] > 0$ unless $v_n$ is a constant multiple of $u_n$.

3) If $v_\alpha = 0$, $v_{\beta+1} \neq 0$ or $v_\alpha \neq 0$, $v_{\beta+1} = 0$. It is clear from the foregoing proof that (10) still holds and accordingly that $v_n$ has a zero in $(\alpha, \beta + 1)$.

This complete the proof of Lemma 1.

Remark 1. It is obviously that $J[u_n] = 0$ if and only if

\begin{equation}
\Delta \left( \frac{u_i}{v_i} \right) = \frac{\Delta u_i \cdot v_i - u_i \cdot \Delta v_i}{v_i v_{i+1}} = 0.
\end{equation}

Hence, it notes that this case occurs if and only if

\begin{equation}
\Delta u_i = \frac{u_i \cdot \Delta v_i}{v_i},
\end{equation}

or equivalently,

\begin{equation}
\frac{u_{i+1}}{u_i} = \frac{v_{i+1}}{v_i}
\end{equation}

Product (11) \( i = 1 \) to \( n - 1 \) as follows:

\[
\prod_{i=0}^{n-1} \left( \frac{u_{i+1}}{u_i} \right) = \prod_{i=0}^{n-1} \left( \frac{v_{i+1}}{v_i} \right),
\]

which implies

\[u_n = \left( \frac{u_0}{v_0} \right) v_n.\]

Consequently, \( J[u_n] = 0 \) means that corresponds to the case where \( \Delta u_i \equiv u_i \cdot \Delta v_i / v_i \), i.e. \( u_n \) is a constant multiple of \( v_i \).

Lemma 1 extends Leighton’s result slightly by weakening the hypothesis \( J[u_n] < 0 \) to \( J[u_n] \leq 0 \). In addition to (5) consider the quadratic functional defined by

\begin{equation}
\begin{aligned}
&j[u_n] = \sum_{i=\alpha}^{\beta} \left( a_i \Delta u_i^2 - c_i u_{i+1}^2 \right) \\
&\text{for } u_n \in D. \end{aligned}
\end{equation}

The variation of \( j[u_n] \) is defined as \( V[u_n] = j[u_n] - J[u_n] \), that is

\begin{equation}
\begin{aligned}
&V[u_n] = \sum_{i=\alpha}^{\beta} \left\{ (a_i - A_i)\Delta u_i^2 + (C_i - c_i) u_{i+1}^2 \right\} \\
&\text{with domain } D.
\end{aligned}
\end{equation}

**Theorem 4 (Leighton).** If there exists a nontrivial real solution \( u_n \) of \( l[u_n] = 0 \) in \( [\alpha, \beta + 1] \) such that \( u_{\alpha} = u_{\beta+1} = 0 \) and \( V[u_n] > 0 \), then every real solution of \( L[v_n] = 0 \) has at least one zero in \( (\alpha, \beta + 1) \).

In the following result the hypothesis \( V[u_n] > 0 \) is weakened to \( V[u_n] \geq 0 \).

**Theorem 5.** If there exists a nontrivial real solution \( u_n \) of \( l[u_n] = 0 \) in \( [\alpha, \beta + 1] \) such that \( u_{\alpha} = u_{\beta+1} = 0 \) and \( V[u_n] \geq 0 \), then every real solution of \( L[v_n] = 0 \) has one of the following properties:

(i) \( v_n \) has at least one zero in \( (\alpha, \beta + 1) \),

(ii) \( v_n \) is a constant multiple of \( u_n \).

**Proof.** Since \( u_{\alpha} = u_{\beta+1} = 0 \) and \( l[u_n] = 0 \), it is clear that

\[
\sum_{i=\alpha}^{\beta} u_{i+1} \cdot l[u_i] = \sum_{i=\alpha}^{\beta} u_{i+1} \left( \Delta (a_i \Delta u_i) + c_i u_{i+1} \right) = \sum_{i=\alpha}^{\beta} \left\{ \Delta (a_i u_i) - a_i (\Delta u_i)^2 + c_i u_{i+1}^2 \right\},
\]
which implies that
\[ \sum_{i=\alpha}^{\beta} u_{i+1} \cdot l[u_i] + \sum_{i=\alpha}^{\beta} \Delta \left( u_i \cdot a_i \Delta u_i \right) = 0. \]

So it is obvious that \( j[u_n] = 0 \). The hypothesis \( V[u_n] \geq 0 \) of Theorem 5 is equivalent to \( J[u_n] \leq j[u_n] \). Hence the hypothesis \( J[u_n] \leq 0 \) of Lemma 1 is fulfilled, and \( v_n \) vanishes at least one in \((\alpha, \beta + 1)\) unless \( v_n \) is a constant multiple of \( u_n \).

Under the hypothesis \( V[u_n] > 0 \) of Theorem 4 alternative (ii) of Theorem 5 implies \( J[u_n] = 0 \) by (5), and hence \( V[u_n] = 0 \). The contradiction establishes Theorem 4.

Since 1910, when the original paper of Picone was published, this identity has been extended to various equations (not only to ODE’s but also to PDE’s and to difference equations). Now, we will formulate the discrete version of the so-called Picone identity.

**Lemma 2 (Picone’s identity).** Let \( u_n \) and \( v_n \) be defined on \([\alpha, \beta + 1]\) and assume \( v_n \neq 0 \) for \( n \in (\alpha, \beta + 1) \). Then for \( n \in [\alpha, \beta + 1] \), the following equality holds:

\[
\Delta \left\{ \frac{u_n}{v_n} \left( v_n a_n \Delta u_n - u_n A_n \Delta v_n \right) \right\} = (a_n - A_n) u_n^2 + (C_n - c_n) u_{n+1}^2 \\
+ \left( \frac{u_{n+1}}{v_{n+1}} \right) \left\{ v_{n+1} \cdot l[u_n] - u_{n+1} \cdot \Delta v_n \right\} + A_n v_n v_{n+1} \left[ \frac{u_n}{v_n} \right]^2
\]

holds for \( n \in [\alpha, \beta] \).

The Sturm-Picone theorem 2 follows immediately from Theorem 4 since the hypotheses \( a_n > A_n \) and \( c_n < C_n \) of the former imply that \( V[u_n] > 0 \). Likewise the following improvement of Theorem 2 is an immediate consequence of Theorem 5 and Lemma 2.

**Theorem 6.** Suppose \( a_n \geq A_n \) and \( c_n \leq C_n \) in \( n \in (\alpha, \beta + 1) \). If there exists a nontrivial real solution \( u_n \) of \( l[u_n] = 0 \) such that \( u_\alpha = u_{\beta + 1} = 0 \), then every real solution of \( l[v_n] = 0 \) has at least one zero in \((\alpha, \beta + 1)\).

The next result requires the slightly stronger hypothesis that \( L \) is a “strict Sturmian majorant” of \( l \). This means, in addition to the conditions \( a_n \geq A_n \) and \( c_n \leq C_n \), that either

- \( c_n \neq C_n \) for some \( n \) in \((\alpha, \beta + 1) \), or
- if \( c_n \equiv C_n \) that \( a_n > A_n \) and \( c_n \neq 0 \) for some \( n \).

**Theorem 7.** Suppose that \( L \) is a strict Sturmian majorant of \( l \). Then if there exists a nontrivial real solution \( u_n \) of \( l[u_n] = 0 \) satisfying \( u_\alpha = u_{\beta + 1} = 0 \), every real solution of \( l[v_n] = 0 \) has a zero in \((\alpha, \beta + 1)\).

This follows from Theorem 4 since \( V[u_n] > 0 \) is a consequence of the strict Sturmian hypothesis.
In the special case that the difference equations (E1) and (E2) coincide, we obtain the classical Sturm separation theorem as a special case of Theorem 6.

**Sturm Separation Theorem 8.** The zeros of linearly independent solutions of (E1) separate each other.

The following example illustrates that Theorem 4 (or Theorem 5) is stronger than the Sturm-Picone theorem 2 (and also Theorems 6 and 7).

**Example 1.**

\[ \Delta^2 u_n + u_{n+1} = 0, \]
\[ \Delta^2 v_n + 2v_{n+1} = 0. \]

In this example, \( a_n = A_n = c_n = 1 \) and \( C_n = 2 \). It can be checked that the conditions of Theorem 1 is satisfied, and the \( u_0 = u_3 = 0 \). Therefore, every solution of (15) has a zero in \( (0, 3) \). In fact, (15) has an oscillatory solution \( v_n = \cos \left( \frac{\pi}{2} n \right) \), which satisfies \( v_1 = 0 \).

**Example 2.** In the case that \( a_n = A_n = c_n = 1 \) and \( C_n = n + 1 - k, 0 < k < \frac{3}{2}, 0 \leq n \leq 3 \), the difference equations (E1), (E2) become

\[ \Delta^2 u_n + u_{n+1} = 0, \]
\[ \Delta^2 v_n + (n + 1 - k)v_{n+1} = 0, \]

respectively. The solution \( u_n = \sin \left( \frac{\pi}{3} n \right) \) of (16) satisfies \( u_0 = u_3 = 0 \). The variation (13) reduces to

\[ V[u_n] = \sum_{i=0}^{3} (i - k) \sin^2 \left( \frac{\pi}{3} i \right) \]
\[ = \frac{3}{2} \left( 3 - k \right) > 0. \]

According to Theorem 4, every solution of (17) has a zero in \( (0, 3) \). This cannot be concluded from the Sturm-Picone theorem 2 (or from Theorems 6 and 7) since the condition \( c_n \leq C_n \) does not hold throughout the interval \( 0 < n < 3 \).

3. Comparison theorems for half-linear difference equations

This work was motivated by some papers [2], [12], [13] dealing with the comparison theory of the second order half-linear difference equation. In [2] we can get following lemmas playing an important role in the proof of Theorem 9.

**Lemma 3 (Picone type identity)** ([2]). Let \( u_n \) and \( v_n \) be defined on \([\alpha, \beta + 1]\) and assume \( v_n \neq 0 \) for \( n \in [\alpha, \beta + 1] \). Then for \( n \in [\alpha, \beta + 1] \), the following equality holds:

\[ \Delta \left\{ \frac{u_n}{\Psi_r(v_n)} \left[ \Psi_r(v_n)u_n \Psi_r(\Delta u_n) - \Psi_r(u_n)A_n \Psi_r(\Delta v_n) \right] \right\} = \left( a_n - A_n \right) |\Delta u_n|^{r+1} + (C_n - c_n) |u_{n+1}|^{r+1} + \left( \frac{u_{n+1}}{\Psi_r(v_{n+1})} \right) \left\{ \Psi_r(v_{n+1}) \cdot L_r[u_n] - \Psi_r(u_{n+1}) \cdot L_r[v_n] \right\} + A_n \left( \frac{v_n}{v_{n+1}} \right) H(u_n, v_n) \]
holds for $n \in [\alpha, \beta]$, where

$$H(u_n, v_n) \equiv \frac{v_n}{v_{n+1}} |\Delta u_n|^{r+1} - \frac{v_{n+1} \Psi_r(\Delta v_n)}{v_n \Psi_r(v_{n+1})} |u_{n+1}|^{r+1} + \frac{v_n \Psi_r(\Delta v_n)}{v_{n+1} \Psi_r(v_n)} |u_n|^{r+1}.$$  

**Lemma 4** ([2]). Let $u_n, v_n$ be defined on $[\alpha, \beta + 1]$ and assume $v_n \neq 0$ for $n \in (\alpha, \beta + 1)$. Then $H(u_n, v_n) \geq 0$ for $n \in [\alpha, \beta]$, where equality holds if and only if $\Delta u_n = (u_n \Delta v_n) / v_n$.

**Remark 2.** If we put $r = 2$ (i.e., linear case), we obtain

$$H(u_n, v_n) = \left( \Delta u_n - \frac{\Delta v_n}{v_n} u_n \right)^2.$$  

For our next result based on the identity (18) we define the following:

$$J_r[\eta] = \sum_{i=\alpha}^{\beta} (A_i |\Delta \eta_i|^{r+1} - C_i |\eta_i+1|^{r+1}).$$

**Theorem 9 (Wirtinger).** If there exist a solution $v_n$ of $L_r[v_n] = 0$ such that $v_n \neq 0$ for $n \in [\alpha, \beta + 1]$, then for all $\eta_n \in \Delta$

(19)  

$$J_r[\eta_n] \geq 0,$$

where equality holds if and only if $\eta_n$ is a constant multiple of $v_n$.

**Proof.** From Picone’s identity (18) applied to the case $a_n \equiv A_n$, $c_n \equiv C_n$ and $u_n = \eta_n$ we obtain

$$\Delta \left\{ \eta_n \cdot A_n \Psi_r(\Delta \eta_n) - \eta_n \Psi_r(\eta_n) \cdot A_n \Psi_r(\Delta v_n) \right\} = A_n \left( \frac{v_n}{v_{n+1}} \right) H(\eta_n, v_n) + \eta_{n+1} L_r[\eta_{n+1} - \frac{\eta_{n+1} \Psi_r(\eta_{n+1})}{\Psi_r(v_{n+1})}] - \frac{\eta_{n+1} \Psi_r(\eta_{n+1})}{\Psi_r(v_{n+1})} L_r[v_n].$$

By using the fact that $v_n$ is a solution of $L_r[v_n] = 0$ and using the fact that

$$\Delta \left\{ \eta_n \cdot A_n \Psi_r(\Delta \eta_n) \right\} = A_n |\Delta \eta_n|^{r+1} + \eta_{n+1} \Delta (A_n \Psi_r(\Delta \eta_n))$$

$$= A_n |\Delta \eta_n|^{r+1} + \eta_{n+1} \left\{ L_r[\eta_{n+1}] - C_n \Psi_r(\eta_{n+1}) \right\},$$

we have

(20)  

$$A_n |\Delta \eta_n|^{r+1} - C_n |\eta_{n+1}|^{r+1}$$

$$= \Delta \left\{ \eta_n \Psi_r(\eta_n) \frac{A_n \Psi_r(\Delta v_n)}{\Psi_r(v_n)} \right\} + A_n \left( \frac{v_n}{v_{n+1}} \right) H(\eta_n, v_n).$$

If both $v_{\alpha} \neq 0$ and $v_{\beta+1} \neq 0$, then summing (20) from $\alpha$ to $\beta$ and using Lemma 4, we obtain

$$\sum_{i=\alpha}^{\beta} \left\{ A_n |\Delta \eta_n|^{r+1} - C_n |\eta_{i+1}|^{r+1} \right\} \geq 0,$$
which implies inequality (19). If \( v_\alpha = 0 \), then \( \Delta v_\alpha \neq 0 \). Let \( \varepsilon > 0 \) is arbitrary small and \( \alpha_\varepsilon = \lceil \alpha + \varepsilon \rceil \), and so, we take \( \alpha_\varepsilon \geq \alpha \) such that \( |\eta_{\alpha_\varepsilon} - \eta_\alpha| < \varepsilon \) and \( |v_{\alpha_\varepsilon} - v_\alpha| < \varepsilon \). We obtain

\[
\lim_{\varepsilon \to 0} \Psi_r \left( \frac{\eta_{\alpha_\varepsilon}}{v_{\alpha_\varepsilon}} \right) = \lim_{\varepsilon \to 0} \Psi_r \left( \frac{1}{e^{v_{\alpha_\varepsilon} + \log(1 + v_{\alpha_\varepsilon})} - 1} \right) = 1.
\]

So it is obvious that

\[
\lim_{\varepsilon \to 0} \eta_{\alpha_\varepsilon} A_{\alpha_\varepsilon} \Psi_r(\Delta v_{\alpha_\varepsilon}) \Psi_r \left( \frac{\eta_{\alpha_\varepsilon}}{v_{\alpha_\varepsilon}} \right) = 0.
\]

Likewise, if \( v_{\beta+1} = 0 \) then

\[
\lim_{\varepsilon \to 0} \eta_{\beta_\varepsilon + 1} A_{\beta_\varepsilon + 1} \Psi_r(\Delta v_{\beta_\varepsilon + 1}) \Psi_r \left( \frac{\eta_{\beta_\varepsilon + 1}}{v_{\beta_\varepsilon + 1}} \right) = 0.
\]

for \( \beta_\varepsilon = \lfloor \alpha - \varepsilon \rfloor \). Thus, summing (20) for \( [\alpha_\varepsilon, \beta_\varepsilon + 1] \), letting \( \varepsilon \to 0 \) and using Lemma 4, we again obtain (19). Obviously, equality in (19) holds if and only if \( H(\eta_n, v_n) = 0 \), which according to Lemma 4 is possible only if \( \Delta \eta_n = \eta_n \cdot \Delta v_n / v_n \), or equivalently, if \( \eta_n \) is a constant multiple of \( v_n \).

**Corollary 1.** If there exists an \( \eta_n \in D \) such that

\[
J_r[\eta_n] \leq 0,
\]

then every solution \( v_n \) of \( L_r[v_n] = 0 \) has a zero in \( (\alpha, \beta + 1) \) except possibly when \( v_n = c \eta_n \) for some nonzero constant \( c \).

Now we define

\[
V_r[\eta_n] = \sum_{i=\alpha}^{\beta} \left\{ (a_i - A_i)|\Delta \eta_i|^{r+1} + (C_i - c_i)|\eta_{i+1}|^{r+1} \right\},
\]

then the following comparison theorem is obtained, which is the main result of this section.

**Theorem 10 (Leighton).** If there exists a nontrivial real solution \( u_n \) of \( L_r[u_n] = 0 \) on \( [\alpha, \beta + 1] \) such that \( u_\alpha = u_{\beta+1} = 0 \) and

\[
V_r[u_n] \geq 0,
\]

then every real solution \( v_n \) of \( L_r[v_n] = 0 \) has a zero on \( (\alpha, \beta + 1) \) except possibly it is a constant multiple of \( u_n \).

**Proof.** Assume for the sake of contradiction that \( (E_3) \) has a solution which is nonzero on \( (\alpha, \beta + 1) \). Then from Picone’s identity (18) it follows that

\[
\Delta \left\{ \frac{u_n}{\Psi_r(v_n)} \left[ \Psi_r(v_n) \cdot a_n \Psi_r(\Delta u_n) - \Psi_r(u_n) \cdot A_n \Psi_r(\Delta v_n) \right] \right\} = (a_n - A_n)|\Delta u_n|^{r+1} + (C_n - c_n)|u_{n+1}|^{r+1} + A_n \left( \frac{v_n}{v_{n+1}} \right) H(u_n, v_n).
\]
where we have used that $u_n$ and $v_n$ are solutions of (E$_3$) and (E$_4$), respectively. As in the proof of Theorem 9 we can show that the function

**Corollary 2 (Sturm-Picone).** Suppose $a_n \geq A_n$ and $c_n \leq C_n$ on $n \in (\alpha, \beta + 1)$. If there exists a nontrivial real solution $u_n$ of $L_r[u_n] = 0$ such that $u_n = u_{\beta+1} = 0$, then every real solution of $L_r[v_n] = 0$ except a constant multiple of $u_n$ has at least one zero on $[\alpha, \beta + 1]$.

**Example 3.** We consider a pair of half-linear equations

(24) \[ \Delta(|\Delta u_n|^{r-1} \Delta u_n) + 2^{r+2} |u_{n+1}|^{r-1} u_{n+1} = 0 \]

and

(25) \[ \Delta(|\Delta v_n|^{r-1} \Delta v_n) + 2^{r+2} |v_{n+1}|^{r-1} v_{n+1} = 0, \]

where $r > 0$. The solution $u_n = \sin \left( \frac{\pi}{2} n \right)$ of (24) satisfies $u_0 = u_2 = 0$. Since the conditions of Corollary 2 holds, every solution of (25) has a zero in $n = 1$, or $v_n$ is a constant multiple of $u_n$. In fact, $v_n = \cos \left( \frac{\pi}{2} n \right)$ is a solution of (25) satisfies $v_1 = 0$.
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