Machine learning prediction on number of patient due to conjunctivitis based on air pollutants: A preliminary study
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Abstract

Background

Accurate prediction of the number of patients with conjunctivitis plays an important role in providing adequate treatment at the hospital, but such accurate predictive model currently does not exist. The current study sought to use machine learning (ML) prediction based on past patient for conjunctivitis and several air pollutants. The optimal machine learning prediction model was selected to predict conjunctivitis-related number patients.

Methods

The average daily air pollutants concentrations (CO, O$_3$, NO$_2$, SO$_2$, PM10, PM2.5) and weather data (highest and lowest temperature) were collected. Data were randomly divided into training dataset and test dataset, and normalized mean square error (NMSE) was calculated by 10 fold cross validation, comparing between the ability of seven ML methods to predict the number of patient due to conjunctivitis (Lasso penalized liner model, Decision tree, Boosting regression, Bagging regression, Random forest, Support vectors, and Neural network). According to the accuracy of impact prediction, the important air and weather factors that affect conjunctivitis were identified.

Results

A total of 84977 cases to treat conjunctivitis were obtained from the ophthalmology center of the Affiliated Hospital of Hangzhou Normal University. For all patients together, the NMSE of the different methods were as follows: Lasso penalized liner regression: 0.755, Decision tree: 0.710, Boosting regression: 0.616, Bagging regression: 0.615, Random forest: 0.392, Support vectors: 0.688, and Neural network: 0.476. Further analyses, stratified by gender and age at diagnosis, supported Random forest as being superior to others ML methods. The main factors affecting conjunctivitis were: O$_3$, NO$_2$, SO$_2$ and air temperature.

Conclusion

Machine learning algorithm can predict number of patients due to conjunctivitis, among which, the Random forest algorithm had the highest accuracy. Machine learning algorithm could provide accurate information for hospitals dealing with conjunctivitis caused by air factors.

Background
Ambient air pollution is an important public health problem, especially in developing countries. It is considered an important risk factor for morbidity and mortality worldwide [1, 2]. The World Health Organization (WHO) estimated that seven million people died from exposure to air pollution in 2012 [3]. China is now facing one of the worst air pollution problems, being the largest developing nation in the world [4]. We have previously reported that air quality improvement could reduce the number of hospital admissions due to acute myocardial infarction [5]. It was also reported that air pollution has short-term and lagging effects on lungs function in school-age children in the city of Hangzhou, in Zhejiang province, China [6].

The conjunctiva lines the inside of the eyelids and covers the sclera. It is composed of non-keratinized stratified squamous and columnar epithelium, along with interspersed goblet cells. The conjunctiva is vulnerable to various harmful factors, such as bacteria, viruses, allergens, and chemicals, because it is highly vascularized and constantly exposed to the external environment, the result is often conjunctivitis. Conjunctivitis, as the most common eye disease diagnosed in emergency departments, is a cause for serious health and economic burden worldwide. A meta-analysis study has shown that females and youth are more vulnerable to PM2.5, NO\textsubscript{2}, and O\textsubscript{3} [7]. Several studies have further provided significant evidence that, in China, patient due to conjunctivitis are associated with air pollution [8–10].

A constantly increasing number of studies attempt to adopt machine learning method to predict clinical events. For example, studies have used machine learning algorithm to predict the probability of prostate cancer [11], atrial fibrillation in primary care [12], remission after transsphenoidal surgery among patients with acromegaly [13], and pulmonary hypertension [14]. To date, there has been no published attempt to describe what kind of information is to be used in machine learning (ML) training to predict number patient due to conjunctivitis.

Our study assessed the performance of machine learning algorithms to predict number of patients due to conjunctivitis, and the optimal machine learning prediction model was selected to predict.

**Methods**

**Study population**

Data about Confirmed case related to conjunctivitis between August 1, 2014 to August 1, 2019 were obtained from the Eye Center of the hospital, one of the largest ophthalmology clinics in Zhejiang Province. Collected data included visit's date, gender, age, home address, and whether the visit was the patient's first visit or a re-visit. The International Classification of Diseases (10\textsuperscript{th} Revision, including H10.901, H10.301, and H10.402) was used to diagnose conjunctivitis.

**Air pollution and weather data**

There are six air quality monitoring stations in Hangzhou, providing daily values of PM2.5 (\(\mu g/m^3\)), PM10 (\(\mu g/m^3\)), SO\textsubscript{2} (\(\mu g/m^3\)), O\textsubscript{3} (\(\mu g/m^3\)), NO\textsubscript{2} (\(\mu g/m^3\)), CO (\(\mu g/m^3\)), and highest and lowest air temperatures.
Hangzhou daily air pollution parameters and temperatures, between January 1, 2014 and August 31, 2019, were downloaded from the China Meteorological Administration (http://data.cma.cn/). After calculating the hourly average pollutant concentration of the six stations, the 24-hour average pollutant concentration was calculated. Severity of the pollution was assigned one of four quartiles of the Air Quality Index (AQI). The AQI was calculated based on the six air indicators mentioned above. When AQI < 100, it means no pollution, 101 < AQI < 150 means mild pollution, 151 < AQI < 200 means moderate pollution, and AQI > 201 means severe pollution (USEPA, https://www.gpo.gov/). Considering the effect of air pollution on conjunctivitis, environmental and weather parameters were calculated as the average of the previous three days. For example, the value of the environmental factors for January 4, 2015 was calculated as the average of the values of January 1-3, 2015. The details of the Affiliated Hospital of Hangzhou Normal University and the specific air quality monitoring stations are showed in appendix S1.

**Machine learning algorithms**

Seven typical machine learning algorithms to train the regression model. These included Lasso penalized liner model [15], Decision tree [16], Boosting regression [17], Bagging regression [18], Random forest [19], Support vector [20], and Artificial neural network (ANN) [21]. In each method, the reliability of the result was judged, using the 10-fold cross validation. Data were randomly split into test and training datasets at a ratio of 3:7, respectively. Machine learning models were built on the training dataset, prediction results using test sets. Figure 1 shows the flowchart of this work. Machine learning techniques were implemented in R using the package for lars, rpart.plot, mboost, ipred, randomForest, rminer and nnet respectively.

**Statistical analyses**

To evaluate the accuracy of the seven methods, normalized mean square error (NMSE) was used to assess the accuracy of each method:

\[
NMSE = \frac{(\bar{y} - \hat{y})^2}{(y - \bar{y})^2},
\]

where \(y\) represents the actual number of patients per day, \(\bar{y}\) represents the actual average number of patients per day, and \(\hat{y}\) is the predicted number of patients for the test set based on the model from the training set. The NMSE range is 0-1, the smaller the value, the higher the accuracy. At the same time, the prediction deviation distribution is compared, the deviation is equal to the absolute value of the predicted value minus the real value. Pearson correlation coefficient was used to compare between the predicted number of patients and the true number of patients in the selected optimal ML method. The importance of the variable was measured in terms of the average NMSE decline caused by the deletion of the variable, the larger the value, the more important for variable. The overall predictive number of cases for all patients were calculated using all seven methods. Further analyses by sex (men and women) and age
at diagnosis (45, 45-60, >60 years) were also conducted. All analyses were performed using the statistical programming environment R (version 3.6.0).

**Results**

**Characteristics of patient and environmental variables**

A total of 84977 patients, living in the air-monitored area of Hangzhou city, were included in this study. Table 1 describes the baseline characteristics of patient and environmental variables. The average number of patients with conjunctivitis per day was 54. Between August 1, 2014 and August 1, 2019, the trend of AQI daily change was very similar to that of the daily number of patients with conjunctivitis at the hospital (Fig. 2).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient:</td>
<td>84977(47789,37188)</td>
</tr>
<tr>
<td>Gender, n (male,female)</td>
<td>42.1 ± 9.4</td>
</tr>
<tr>
<td>Age(mean ± SD)</td>
<td></td>
</tr>
<tr>
<td>Air pollution and weather:</td>
<td></td>
</tr>
<tr>
<td>AQI(mean ± SD)</td>
<td>89.6 ± 24.5</td>
</tr>
<tr>
<td>PM2.5(mean ± SD)</td>
<td>44.8 ± 21.4</td>
</tr>
<tr>
<td>PM10 (mean ± SD)</td>
<td>72.4 ± 30.5</td>
</tr>
<tr>
<td>SO2 (mean ± SD)</td>
<td>10.9 ± 5.4</td>
</tr>
<tr>
<td>NO2 (mean ± SD)</td>
<td>40.9 ± 13.7</td>
</tr>
<tr>
<td>CO (mean ± SD)</td>
<td>0.85 ± 0.18</td>
</tr>
<tr>
<td>O3 (mean ± SD)</td>
<td>56.1 ± 24.2</td>
</tr>
<tr>
<td>highest temperature (mean ± SD)</td>
<td>22.3 ± 8.8</td>
</tr>
<tr>
<td>lowest temperature (mean ± SD)</td>
<td>14.6 ± 8.4</td>
</tr>
</tbody>
</table>

**Predictive performance of the seven machine learning algorithms**

The estimates of accuracy derived from each ML method are presented in Table 2. When all patients were evaluated together, the NMSE for Random forest was 0.392. When evaluated by gender, the NMSE of Random forest males and females was 0.443 and 0.433, respectively. After stratifying by age, the NMSE of Random forest for the age groups (<45, 45–60, >60 years) was 0.406, 0.529, and 0.626, respectively.
The order of NMSE obtained by the different ML methods, from small to large, was as follows: Random forest, Neural network, Bagging regression, Boosting regression, Support vectors, Decision tree, and Lasso penalized linear regression. Further analyses, after stratifying by sex and age at diagnosis, also showed Random forest to be superior to the others ML methods.

Table 2
Normalized mean square error (NMSE) predictive accuracy of the different machine learning methods, stratified by gender and age

<table>
<thead>
<tr>
<th>Method</th>
<th>NMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All</td>
</tr>
<tr>
<td>Lasso penalized linear regression</td>
<td>0.755</td>
</tr>
<tr>
<td>Decision tree</td>
<td>0.710</td>
</tr>
<tr>
<td>Boosting regression</td>
<td>0.616</td>
</tr>
<tr>
<td>Bagging regression</td>
<td>0.615</td>
</tr>
<tr>
<td>Random forest</td>
<td><strong>0.392</strong></td>
</tr>
<tr>
<td>Support vector</td>
<td>0.688</td>
</tr>
<tr>
<td>Neural network</td>
<td>0.476</td>
</tr>
</tbody>
</table>

By comparing the deviation of distribution obtained by the different methods, when all patients were considered, the deviation obtained using Random forest algorithm was the smallest, followed by Neural network algorithm. Deviation obtained when using the Lasso penalized liner model was the largest (Fig. 3A). The same result was obtained after stratifying for gender and age (Fig. 3B-F).

Furthermore, we explored the correlation between the predicted number of patients and true number of patients based on the Random forest algorithm, and found it to be 0.969 for all patients (Fig. 4A), 0.968 for men (Fig. 4B), and 0.967 for women (Fig. 4C). The values for the different age groups were 0.968 for < 45 years (Fig. 4D), 0.931 for patients between 45–60 years (Fig. 4E), and 0.966 for patients > 60 years (Fig. 4F).

**Predictive importance of significant environmental variables**

We further analyzed the classifier-specific predictive importance of eight environmental variables based on the Random forest algorithm. The number of patients could be predicted in decreasing order of
accuracy, when all patients were considered, by $O_3 > SO_2 > CO > $Lowest temperature $> $Highest temperature $> NO_2 > PM10 > PM2.5$ (Fig. 5A). When stratified by gender, the three most important variables that affected the accuracy of predicting the number of men with the disease were PM10, $O_3$, and highest temperature, while for women these were highest temperature, $SO_2$, and $Lowest temperature$ (Fig. 5B). When stratified by age, the most important variables that affect the accuracy of predicting the number of patients aged $<45$ and aged $45–60$ were $SO_2$ and PM10, respectively. PM10 and PM2.5 were the two most important variables that affect the predictive accuracy for the number of patients aged $>60$ (Fig. 5C).

**Discussion**

Air pollution, caused by multiple-pollutant emissions and vehicle exhaust, has been aggravating yearly with the rapid urbanization and development of transportation infrastructure in China [22]. Accumulating evidence indicates that air pollution has a significant impact on cardiovascular- and chronic cardiopulmonary-related morbidity and mortality in China [23–25]. Some studies have also shown that air pollution is associated with eye diseases, such as dry eye [26–27], conjunctivitis and pterygium [28]. To the best of our knowledge, there has been no large-scale study to assess the usefulness of ML in predicting patient due to conjunctivitis based on air pollution. There is, therefore, an urgent need for an effective and widely applicable predictive method.

Using conjunctivitis-related clinic cases and air pollution data for ML, we were able to predict the number of possible conjunctivitis clinic cases, and used this information to improve work planning and new initiatives. This predictive approach and the yearly fluctuations in patients with conjunctivitis, could act as the scientific basis for hospital management decision making on matters like shunting of hospital management and medical staff as needed and relieve pressure off consultations in an orderly manner. In the present study, we developed and validated seven ML models to predict number of patients for conjunctivitis. The results show that Random forest algorithm had the highest predictive accuracy, and that the most important variables affecting the predictive accuracy were $O_3$, $CO$, $SO_2$, $NO_2$, and air temperature. Our results, corroborate with previous studies, showing that the same important environmental factors affecting conjunctivitis [9]. Stratified analyses by gender and age showed that environmental factors affect the number of conjunctivitis patients differed between genders and age groups.

With the arrival of medical big data, the traditional statistical methods were unable to adapt analysis to the huge data generated. A continuously increasing number of researchers began using ML algorithms to analyze data. In this study, we used seven ML methods to predict the number of patients with conjunctivitis. The linear model was built with the adaptive lasso penalty and partial least square regression. As such, it can be used in future research [29]. Decision tree is a weak machine learning method, but when many decision trees are combined together, they can form a strong machine learning method, such as Boosting, Bagging, and Random forest. Random forest is composed of decision trees, formed by randomly putting back samples, so that the accuracy is greatly improved[19]. Our results show
that the predictive accuracy of the Random forest method is better than that of Decision tree, Bagging, and Boosting. Artificial neural network is an imitation of the natural neural network, which can effectively solve complex regression and classification problems with a large number of related variables. Generally, if the training data set is very large, the predictive accuracy is high [30]. In this study, the predictive accuracy, based on the artificial neural network, was lower than that of Random forest. This may be related to the training data set size.

**Conclusion**

Machine learning was used to predict the number of conjunctivitis-related patients to the hospital based on past conjunctivitis-related patient visits and air pollution parameters. In view of the number of patients with conjunctivitis in Hangzhou, China, we have established seven ML algorithms, and identified the best prediction method. In the future, we will expand our research to include patient visits to treat other eye diseases in association with air pollution, using machine learning.
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21. Active and Adaptive Vision
Patients diagnosed with conjunctivitis between August 1, 2014 to August 1, 2019 (n=103739)

Total excluded (n=18762)
—Missing address and diagnostic information (n=127)
—Patient residence not in Hangzhou (n=5876)
—Conjunctivitis caused by other complex diseases (n=12759)

Patients conjunctivitis for training and test (n=84977)

10 folds

ML

Lasso penalized linear regression
Decision tree
Boosting regression
Bagging regression
Random forest
Support vector
Neural network

NMSE
NMSE
NMSE
NMSE
NMSE
NMSE
NMSE

Select the smallest NMSE
Figure 1

The flowchart of model developing and validation. (Lasso penalized linear model, Decision tree, Boosting regression, Bagging regression, Random forest, Support vector, and Neural network)

Figure 2

Trend of daily change in AQI (A) and daily number of patients with conjunctivitis (B) between August 1, 2014 and August 1, 2019
Figure 3

Comparison of the deviation distributions obtained by different methods for all patients (A), males (B), females (C), age ≥ 45 (D), age between 45-60 (E), and age ≥ 60 (F)
Figure 4

Pearson correlation coefficient analysis associating between the predicted value (Predicted number of patients) and true value (True number of patients) based on the Random forest method, for all patients (A), males (B), females (C), age ≥ 45 (D), age between 45-60 (E), age ≥ 60 (F).

Figure 5

Importance ranking of the variables based on the Random forest predictions. All patients (A), gender (B), age (C). Toptemp: Daily highest temperature, Lowtemp: Daily lowest temperature.
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