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Abstract
The Naive-Bayes classifier is widely used due to its simplicity and accuracy. However, it fails when, for at least one attribute value in a test sample, there are no corresponding training samples. This is known as the zero-frequency problem and is typically addressed using Laplace Smoothing. Laplace Smoothing does not take into account the statistical characteristics of the neighborhood of the attribute values of the test sample. Gaussian Naïve-Bayes addresses this but the resulting Gaussian model is formed from global information. We propose an approach that estimates conditional probabilities using information in the neighborhood of the test sample. We no longer make the assumption of independence of attributes and consider the joint probability distribution conditioned on the given class. We illustrate the performance on datasets taken from the University of California at Irvine Machine Learning Repository and demonstrate that the proposed approach is simple, robust and outperforms standard approaches.
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1 Introduction
Machine Learning Classifiers are regularly used to solve a wide range of classification problems. Several techniques are available (\(k\)-NN, XG-Boost, Singular Value Decomposition, Neural Networks, etc.) but we focus on the Naive Bayes Classifier. This classifier is simple, the results can be interpreted (i.e., explainable) and its performance is quite good. However, it has two major drawbacks, the assumption of independence of attribute values and the zero-frequency problem. The latter problem is normally addressed using Laplace Smoothing or through the use of Gaussian Naïve Bayes. We propose an approach in which the zero frequency problem is avoided by instead approximating the conditional probability using samples in the neighbourhood of the test sample. In fact our approach does not need to make the independence assumption used for Naive Bayes and so is able to capture dependencies among attributes.

In the next section we describe related work and compare those with our contributions. We also illustrate our classifier using a simple illustrative example. We then use several datasets to compare the proposed classifier with Naive Bayes with Laplace Smoothing, Gaussian Naive Bayes and finally the \(k\)-NN Classifier. Finally we discuss issues such as computational complexities and why we believe that our classifier may be of benefit to the community.
2 Related Work and Contributions

We first note that our approach is related to a Parzen-Window estimator (Parzen (1962)) but with two differences. Firstly, in our approach there is no dependence on the number of samples (as with the Parzen-Window Kernel). Secondly, our approach uses a single hyper-parameter unlike the non-parametric Parzen-Window estimator. However, we will show that the optimal parameter value of our approach is dependent on the number of samples (as well as other properties of the dataset) and so in future work we will investigate this dependency. The corresponding Parzen-Window Kernel in our approach, for given test sample \( x \) and training sample \( x_i \) with \( n \) samples can be written in this form

\[
\delta_n = \frac{1}{(x - x_{i2})^\kappa}
\]

where \( \kappa > 0 \) is the tuning parameter. The results in this paper are obtained by searching over \( \kappa \) since we are still in the process of determining its dependence on \( n \).

The related literature on Naive-Bayes classification can generally be sorted into four categories - structure extension, feature selection, attribute weighting and local learning. As described previously, one drawback of the Naive-Bayes algorithm is the attribute independence assumption. Structure extension tackles this problem by determining feature or attribute dependencies. Often, approaches utilize the factor graph representation of probability distributions to depict the Bayesian network. Learning the optimal Bayesian network is regarded as an intractable problem and researchers usually employ techniques to reduce the complexity. One such method is described in Friedman et al. (1997) where the author uses a directed graph to represent the distribution. They refer to this method as Tree Augmented Naive Bayes or TAN. The structure of the TAN graph is limited in that features can have at most two parents, one parent must be the class and the other parent can be an attribute. These constraints reduce the complexity of learning and the problem formulates as \( p(C = c \mid \mathbf{X} = [X_1, X_2, \ldots, X_n]) \) with learning occurring in polynomial time. TAN allows for edges between child vertices (attributes), and hence creates dependencies between attributes, reducing the independence assumption of the Naive-Bayes classifier.

An extension of the TAN method is developed in Jiang et al. (2009) and is called the Hidden Naive Bayes method. The authors add a parent vertex to every attribute called a hidden parent. The degree of the vertex is maintained at two thus limiting computational complexity. The hidden parent is computed such that it represents the influences of all other attributes and a weight is used to represent the importance of an attribute. The optimal class is the one which maximizes \( p(c) \cdot \Pi p(a_i \mid a_{hpi}, c) \) where \( a_{hpi} \) represents the calculated hidden parent. \( \Pi p(a_i \mid a_{hpi}, c) \) is given by \( \Pi p(a_i \mid a_j, c) \cdot w_{i,j} \). The weights \( w_{i,j} \) are calculated from the conditional mutual information of \( p(a_i; a_j \mid C) \).

The authors in Yu et al. (2021) builds on the work of the Hidden Naive Bayes model and uses instance weighting to achieve higher accuracy. The Hidden Naive Bayes model treats every instance with equal importance which may not always hold true as different instances could have different contributions. They create discriminative instance weights to improve performance. Weights are applied in the calculation of the conditional mutual information of \( p(X_i; X_j \mid C) \) and the prior probabilities \( p(C) \). The authors opt for an eager learning method to reduce computational complexity and use frequency-based instance weighting.

Feature selection is characterized by the determination of a feature subset based on the available feature space. Feature selection is important for the removal of redundant or uninformative features in the Naive-Bayes algorithm, which is particularly sensitive to redundant features by virtue of its computation. To demonstrate this, take a Naive Bayes classifier with two features \( [X_1, X_2] \). The Classifier function to be maximized can be written as \( p(C_i)p(X_1 \mid C_i)p(X_2 \mid C_i) \) if we add another feature that is redundant to feature \( X_2 \) our classifier function is now given by \( p(C_i)p(X_1 \mid C_i)p(X_2 \mid C_i)^2 \), therefore the classifier becomes biased. The class of Naive-Bayes algorithms that adopt feature selection for performance boost is mainly a Naive-Bayes algorithm with a prepossessing step that improves the classifiers performance. Langley and Sage (1994) explores the method of feature selection, with a
Attributes weighting involves the assignment of weights to features to mitigate the independence assumption of the Naive-Bayes classifier. This can be accomplished through scoring of the attributes with a classifier for evaluation. Alternatively, heuristics can be used to determine the characteristics of the attributes and an associated weight. In Lee et al. (2011) the authors present one such application where the classification decision is given from maximizing \( p(c) \Pi p(a_i \mid c)^{w_i} \). The attribute weight, \( w_i \) is determined from the Kullback-Leibler divergence and represents the dissimilarity between the a-priori and posteriori probabilities. A high dissimilarity means that a feature would be useful. Building on the work of Lee et al. (2011) the authors of Lee-Kien Foo (2022) use an exponential weighting scheme per feature.

Local learning employs the use of localized data to compute probabilities of the Naive-Bayes algorithm. Xie et al. (2002) computes multiple Naive-Bayes classifiers for multiple neighborhoods using different radii from the test object. The most accurate Naive-Bayes classifier is then used for classifying the new object. The aforementioned method bears close similarity to the K-Nearest Neighbors (k-NN) classification but differs from k-NN by replacing the majority vote classification with a Naive-Bayes classifier. The method presented in our paper also makes use of distance similarity as in k-NN but our method remains generative whereas k-NN is discriminative. In Gweon et al. (2019) the authors also use distance information to estimate conditional probabilities but they only consider the k nearest neighbours as in the k-NN classifier and no weighting is performed as in our approach. They show accuracy improvements for some datasets when compared to other models such as k-NN.

Another example of locally weighted learning is presented in Frank et al. (2002) in which they use a nearest neighborhood algorithm to weight the data points. The neighborhood size is defined by the user but results were found to be relatively insensitive to this choice. Data points within the neighborhood are linearly weighted based on the euclidean distance. The weights for each data point are then used when computing the prior probability \( p(C = c) \) and the conditional probabilities \( p(X = x \mid C = c) \). Data should be normalized for use in this method.

### 3 Standard Naive-Bayes Classifiers

We illustrate how the Naive-Bayes classifier uses training data to estimate conditional probabilities and these can then be used to classify unknown samples (the test set) Chandra et al. (2007). Let \( C \) denote the random variable representing the class of an instance and let \( X = [X_1, X_2, \ldots, X_K] \) be a vector of random variables denoting the set of possible attribute values. Let \( c \) represent a particular class belonging to \( c \) and let \( x = [x_1, x_2, \ldots, x_K] \) represent the attribute values of a specific sample. For a given test sample \( x \) we can use Bayes Theorem to obtain

\[
p(C = c \mid X = x) = \frac{p(C = c)p(X = x \mid C = c)}{p(X = x)} \tag{2}
\]

If we assume that the attribute values are independent then we have

\[
p(X = x \mid C = c) = \prod_{i=1}^{K} p(X_i = x_i \mid C = c) \tag{3}
\]

Finally using the fact that the term \( p(X = x) \) is invariant across the classes then one can find the most probable class \( c^* \) (and hence the predicted class) as

\[
c^* = \arg \max_{c \in C} \left\{ p(C = c) \prod_{i=1}^{K} p(X_i = x_i \mid C = c) \right\} \tag{4}
\]

The conditional probabilities \( p(X_i = x_i \mid C = c) \) and the probability \( p(C = c) \) are estimated from the training data.

#### 3.1 Laplace Smoothing

The conditional probability \( p(X_i = x_i \mid C = c) \) is computed as the ratio of the number of instances (in the training data) in which that attribute value \( x_i \) occurs and the sample is tagged as \( c \) and the total number of instances of \( c \). This is the typical approach for estimating this probability. However if this probability is zero for at least one attribute
In the case of Cardinal attributes

\[ p(C = c) = \frac{n_c + k}{N + k |c|} \]  

(5)

where \( n_c \) is the number of instances satisfying \( C = c \), \( N \) is the number of training instances, \(|c|\) is the number of classes and typically \( k = 1 \) is used. In \( M \)-Estimate,

\[ p(X_i = x_i \mid C = c) = \frac{n_{ci} + mq}{n_c + m} \]  

(6)

where \( n_{ci} \) is the number of instances where \( X_i = x_i \) and \( C = c \). \( n_c \) is the number of instances satisfying \( C = c \), \( q = p(X_i = x_i) \) is the prior probability of \( x_i \) estimated by the Laplace-Estimate and typically \( m = 1 \).

### 3.2 Gaussian Naive Bayes

In the case of Cardinal attributes \( p(X_i = x_i \mid C = c) \) is typically modelled by some continuous probability distribution (e.g., Gaussian). In this case

\[ p(X_i = x_i \mid C = c) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(x_i - \mu)^2}{2\sigma^2}} \]  

(7)

where

\[ \mu = \frac{1}{n_c} \sum_{i(C=c)} x_i \quad \text{and} \quad \sigma^2 = \frac{1}{n_c} \sum_{i(C=c)} (x_i - \mu)^2 \]  

(8)

### 3.3 Discretization

Another approach to address the zero occurrence issue above is to cluster consecutive attribute values and instead use the cluster in the analysis. With sufficiently large cluster sizes the probability that an attribute value does not belong to a cluster is significantly reduced. Equal width discretization is a typical approach used. For each attribute, \( X_i \), a distinct (non-overlapping) interval \((a_i, b_i]\) is defined such that the conditional probabilities become

\[ p(X_i = x_i \mid C = c_i) \approx p(a_i < x_i \leq b_i \mid C = c) \]  

(9)

With sufficiently large intervals the probability that an attribute value for a given class has no samples in an interval is significantly small.

### 4 Proposed Bayes Classifier

Naive Bayes classifiers make the assumption that features are independent. Note that this assumption is made to reduce the zero-frequency problem. We do not make this assumption but instead approximate the conditional probability of the sample attributes set given a class. We first encode any categorical data into integer values so that we can compute a distance between the attribute values of any pair of samples. However, when computing such distances we normalize by the maximum range of differences for the given training set. Let \( X_{ij} \) denote the value of attribute \( j \) of training sample \( i \). We define the distance \( d_{ab} \) between two samples \( a \) and \( b \) as

\[ d_{ab} \equiv \left( \sum_{j=1}^{n} \left( \frac{X_{aj} - X_{bj}}{r_j} \right)^2 \right)^{\frac{1}{2}} \]  

(10)

where \( n \) is the number of attributes and \( r_j \) is the range of values for attribute \( j \) given by

\[ r_j \equiv \max_i \{X_{ij}\} - \min_i \{X_{ij}\} \]  

(11)

We approximate the conditional probability by using information in the neighbourhood of an unknown sample. Consider a test sample \( \mathbf{x} \) with value \( x_j \) for attribute \( j \) and denote the distance between this sample and training sample \( i \) by \( d_i \). Let \( y_i \) denote the class of training sample \( i \). For a given class \( c \) the probability that \( \mathbf{x} \) occurs given \( c \) is approximated by

\[ p(\mathbf{X} = \mathbf{x} \mid C = c) \approx \frac{1}{N_c} \sum_{i(y_i = c)} (1 + d_i)^{-\kappa} \]  

(12)

where we use \( N_c \) to denote the number of training samples of class \( c \). The parameter \( \kappa \geq 0 \) can be tuned based on the dataset but we will soon see that, even if we use a constant \( \kappa \) for all datasets, the performance is robust.

If \( \kappa = 0 \) then the summation is equal to \( N_c \) and so the approximation is equal to 1 since we will simply be summing all samples that belong
to class \( c \) which is given by \( N_c \). If \( \kappa \) is very large then all terms in the summation will be close to zero except for the samples that have the exact attribute values as the test sample. In this case the result is the relative frequency of the test sample in the training set. In most cases there will be no training samples identical to the test sample and so the result will be zero (i.e., the zero frequency problem). By proper choice of \( \kappa \) we can capture a sufficient number of “neighbourhood” samples to estimate the conditional probability.

Note that, as the number of samples increases to infinity, \( p(\mathbf{X} = \mathbf{x} \mid C = c) \) will approach the conditional distribution function and so when evaluated at the specified point we get \( f(\mathbf{x} \mid c) \). Furthermore, as \( \kappa \) goes to infinity \( p(\mathbf{X} = \mathbf{x} \mid C = c) \) converges to the number of samples with attributes \( \mathbf{x} \) over the total number of samples and hence converges to \( f(\mathbf{x} \mid c) \). Therefore the proposed classifier approaches the optimal Bayes Classifier as the number of samples goes to infinity and \( \kappa \) is taken to infinity.

We need to multiply by \( p(c) \) before finding the predicted class. We therefore have

\[
p(c)p(\mathbf{X} = \mathbf{x} \mid C = c) \approx \frac{N_c}{m} \frac{1}{N_c} \sum_{\{i \mid y_i = c\}} (1 + d_i)^{-\kappa} \tag{13}
\]

where \( m \) is the number of samples. Since \( m \) is constant then when taking the maximization over \( c \) we can ignore the term \( 1/m \). The pseudo-code for the proposed classifier is provided in Algorithm 1.

### Algorithm 1 Pseudo-code for proposed Algorithm

\[
c \equiv \text{set of classes}
\]

\[
k > 0 \text{ tuning parameter}
\]

\[
\mathbf{X} \in \mathbb{R}^{m \times n} \quad (m \text{ training samples with } n \text{ attributes})
\]

\[
y \in \mathbb{C}^{m \times 1} \quad (\text{class of training samples})
\]

\[
\mathbf{x} \in \mathbb{R}^{1 \times n} \quad (\text{test sample attributes})
\]

\[
\begin{align*}
    r_j & \equiv \max_i \{X_{ij} \} - \min_i \{X_{ij} \} \quad j = 1, \ldots, n \\
    d_i & \equiv \left( \sum_{j=1}^{n} \left( \frac{X_{ij} - x_j}{r_j} \right)^2 \right)^{\frac{1}{2}} \\
    c^*(\kappa) & \equiv \arg \max_{c \in \mathbb{C}} \left\{ \sum_{\{i \mid y_i = c\}} (1 + d_i)^{-m} \right\}
\end{align*}
\]

Next consider Naive Bayes with Laplace Smoothing. We have

\[
p(C = \text{green}) = (3+1)/(7+2) = 4/9 \quad \text{and} \quad p(C = \text{red})
\]

Therefore we have,

\[
p(\mathbf{X} = 4 \mid C = \text{green}) = (0 + 1)/(3 + 7) = 1/10
\]

\[
p(\mathbf{X} = 4 \mid C = \text{red}) = (0 + 1)/(4 + 7) = 1/11
\]

Therefore \( p(\mathbf{X} = x)p(C = \text{green} \mid X = 4) = 4/90 \) and \( p(\mathbf{X} = x)p(C = \text{red} \mid X = 4) = 5/99 \) and so we would choose RED which is incorrect.

Let us consider Gaussian Naive Bayes. In this case the green and red class samples are modelled by Gaussian distributions with

\[
\mu_g = 8.67 \quad \text{and} \quad \sigma_g = 2.6247 \tag{14}
\]

and

\[
\mu_r = 4.5 \quad \text{and} \quad \sigma_r = 3.041
\]

Therefore

\[
p(C = \text{green} \mid X = 4) = 0.0315 \times 4/9 = 0.014
\]

and

\[
p(C = \text{red} \mid X = 4) = 0.1293 \times 5/9 = 0.0718
\]

5 Illustrative Example

Let us illustrate with a simple example of two classes (red and green) and a single attribute. There are four samples tagged as green with attribute values \( X = 4, 5, 10, 11 \). There are also four samples tagged as red with attribute values \( X = 1, 2, 7, 8 \). Let us suppose that all samples except the sample at \( X = 4 \) are training samples and we will use the sample at \( X = 4 \) for testing. If we try regular Naive Bayes then \( p(C = \text{green} \mid X = 4) = 0 \) because \( p(X = 4 \mid C = \text{green}) = 0 \). Similarly \( p(C = \text{red} \mid X = 4) = 0 \). Hence it is not possible to choose a class.
and hence class red is incorrectly chosen. Let us now consider the proposed approach. We have

\[ p(X = 4 \mid C = \text{green}) = \frac{1}{3} \left( \frac{1}{2^\kappa} + \frac{1}{7^\kappa} + \frac{1}{8^\kappa} \right) \]

and

\[ p(X = 4 \mid C = \text{red}) = \frac{1}{4} \left( \frac{1}{4^\kappa} + \frac{1}{3^\kappa} + \frac{1}{4^\kappa} + \frac{1}{5^\kappa} \right) \]

Therefore

\[ c^* = \arg\max_{\kappa} \left( \frac{1}{2} p(X = 4 \mid C = \text{green}) + \frac{1}{4} p(X = 4 \mid C = \text{red}) \right) \]

(15)

In Figure 1 we plot the ratio of the value for green and the value for red, denoted by \( F(\kappa) \), as a function of \( \kappa \). If this ratio is greater than one then green should be chosen else red is chosen.

Therefore as long as \( \kappa \) is chosen to be sufficiently large (i.e., only consider samples close to the test sample) then the green class is correctly chosen. Note that this holds true for a large range of \( \kappa \) values. We will evaluate the performance on all data sets using a single value of \( \kappa \) (hence no tuning) and we will also derive the \( \kappa \) values that provides the maximum accuracy.

### 6 Numerical Results

In this section we describe the datasets that were used and apply the various classifiers in order to compare performance. We created a GitHub repository, Baboolal (2022) where readers can access the code and the datasets.

#### 6.1 Dataset Description

We use a wide variety of datasets to illustrate the robustness of the proposed approach. These datasets are all available in the University of California at Irvine (UCI) Machine Learning Repository Dua and Graff (2017) and the reader can find additional information on that site. We removed samples with missing attribute values and we encoded categorical values with integer values. No other pre-processing was performed since we wanted to ensure that our results could easily be replicated. A summary of the dataset used is provided in Table 1.

### Table 1 Summary of Dataset Statistics

<table>
<thead>
<tr>
<th>Name</th>
<th>No. of Samples</th>
<th>No. of Attributes</th>
<th>No. of Classes</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abalone</td>
<td>422</td>
<td>8</td>
<td>2</td>
<td>all attributes</td>
</tr>
<tr>
<td>DryBean</td>
<td>189</td>
<td>14</td>
<td>2</td>
<td>Quinlan (1987)</td>
</tr>
<tr>
<td>Banknote-authentication</td>
<td>360</td>
<td>15</td>
<td>10</td>
<td>Fisher (1936)</td>
</tr>
<tr>
<td>Wine</td>
<td>1599</td>
<td>286</td>
<td>2</td>
<td>Fisher (1936)</td>
</tr>
<tr>
<td>Iris</td>
<td>150</td>
<td>15</td>
<td>2</td>
<td>Fisher (1936)</td>
</tr>
<tr>
<td>YeastNevens</td>
<td>958</td>
<td>653</td>
<td>2</td>
<td>Fisher (1936)</td>
</tr>
<tr>
<td>BreastTissue</td>
<td>569</td>
<td>30</td>
<td>2</td>
<td>Fisher (1936)</td>
</tr>
<tr>
<td>Breast cancer</td>
<td>500</td>
<td>12</td>
<td>2</td>
<td>Fisher (1936)</td>
</tr>
<tr>
<td>Glass</td>
<td>687</td>
<td>178</td>
<td>2</td>
<td>Fisher (1936)</td>
</tr>
<tr>
<td>Wine-quality-white</td>
<td>958</td>
<td>653</td>
<td>2</td>
<td>Fisher (1936)</td>
</tr>
<tr>
<td>Wine-quality-red</td>
<td>1484</td>
<td>1599</td>
<td>2</td>
<td>Fisher (1936)</td>
</tr>
<tr>
<td>Australian Credit Approval</td>
<td>569</td>
<td>30</td>
<td>2</td>
<td>Fisher (1936)</td>
</tr>
<tr>
<td>Heart</td>
<td>454</td>
<td>2</td>
<td>3</td>
<td>Fisher (1936)</td>
</tr>
<tr>
<td>Carcasseseauthentications</td>
<td>1500</td>
<td>150</td>
<td>2</td>
<td>Fisher (1936)</td>
</tr>
</tbody>
</table>

#### 6.2 Feature Selection

Note that there are many ways to perform feature selection (Banerjee (2020)) and the only way that one can guarantee the optimal subset of features (for a given training set) is by exhaustive search which is typically computationally expensive. The objective of this paper is to compare our proposed classifier with standard classifiers. We therefore try our best (e.g. using Importance Values, Pedregosa et al. (2011)) to select the best features for the Gaussian Naive Bayes classifier and then use these selected features for all of the other classifiers. This means, in particular, that there may be another subset of features that are better suited (i.e., higher accuracy) for our approach but we do not use those features in our comparison. The features selected for each dataset are provided in Table 2. The reader can use these to verify our results or, if they find a better subset, can compare our approach using their choice.

### Table 2 Features selected to Maximize accuracy for the Gaussian Naive Bayes Classifier

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Accuracy (all attributes)</th>
<th>Accuracy (selected attributes)</th>
<th>Selected Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abalone</td>
<td>0.915</td>
<td>0.929</td>
<td>[9, 10, 11, 13, 15]</td>
</tr>
<tr>
<td>German Credit Approval</td>
<td>0.782</td>
<td>0.796</td>
<td>[11, 13, 16, 17, 18]</td>
</tr>
<tr>
<td>Heart</td>
<td>0.782</td>
<td>0.796</td>
<td>[11, 13, 16, 17, 18]</td>
</tr>
<tr>
<td>Carcasseseauthentications</td>
<td>0.782</td>
<td>0.796</td>
<td>[11, 13, 16, 17, 18]</td>
</tr>
<tr>
<td>Heart</td>
<td>0.782</td>
<td>0.796</td>
<td>[11, 13, 16, 17, 18]</td>
</tr>
<tr>
<td>Carcasseseauthentications</td>
<td>0.782</td>
<td>0.796</td>
<td>[11, 13, 16, 17, 18]</td>
</tr>
</tbody>
</table>
6.3 Performance Results

Although we chose optimal features based on the Gaussian Naive Bayes classifier, we will use those features across all classifiers that we ran. In this way the results for the other classifiers can potentially be improved if feature selection was performed specifically for them. We used 10-Fold cross-validation for each dataset with a re-sample size of 10. For the DryBean dataset we used 10-Fold cross-validation but we did not employ re-sampling as the sample size was sufficiently large. We include accuracy values for Laplace Naive Bayes, Gaussian Naive Bayes, k-NN with the optimal k, the proposed approach for a single value of \( \kappa = 60 \) and finally the proposed approach with the optimal value of \( \kappa \). The resulting performance results are given in Table 3. Note that the proposed approach with optimal \( \kappa \) outperformed all other classifiers. Note that, in the case of Bank-authentication, the optimal features for Gaussian Naive Bayes was (0,1). In this case k-NN outperformed the proposed approach. We then decided to find the optimal features for the k-NN model for this dataset and this turned out to be all features. However in the case of all features our approach has the same performance as k-NN.

6.4 Complexity and Run-Time Analyses

Although the proposed approach performs well when compared with Naive Bayes classifiers, it does require more computation. Assuming \( m \) samples, \( n \) attributes and \( c \) classes the computational complexity for training of Naive Bayes classifiers is \( O(mn) \) while for k-NN and our approach it is \( O(1) \). However, for predicting a sample the computational complexity is \( O(cn) \) for the Naive Bayes classifiers and \( O(mn) \) for k-NN and our approach and so predicting is significantly higher.

We also did some run time testing for the datasets in 1 for the various classifiers. Our run time testing is implemented using the built-in Python time module, specifically \texttt{time.perf_counter}(). According to the Python documentation the \texttt{time.perf_counter} returns the fractional seconds of a clock with the highest available resolution for measuring short durations. We found that, on average, it took 2.4 times
longer to run the proposed approach (for a single value of $\kappa$) when compared to the time taken for the Laplace Naive Bayes approach. Note that we believe that further computation optimizations can be performed for the proposed approach. We also plan to determine ways to quickly determine good values for $\kappa$.

6.5 Parameter Optimization

Note that the approach requires a single parameter $\kappa$. However we found, in Table 1, that even if we used a single value for $\kappa$ (in this case 60), for each dataset we get acceptable results. In fact the average accuracy over all dataset when using $\kappa = 60$ is 0.789 while the accuracy when using the optimal $\kappa$ was 0.801. In addition, without optimizing $\kappa$ our algorithm is successful in 59% of the datasets. For this exercise we did a linear search over $\kappa$ but we have noticed that in most cases there is a single maximum. In Figure 2 we plot the accuracy of the proposed classifier for a subset of datasets as $\kappa$ is varied. We find that, as long as a sufficiently high value of $\kappa$ is used, the result is close to optimal and in fact the approach is robust.

Note that the case $\kappa = 0$ corresponds to averaging over all samples and hence does not take into account the attributes of a test sample. If such attributes are correlated with the class then one would expect this extreme to be non-optimal. The case in which $\kappa$ is very large corresponds to only taking into account samples very close to the test sample. Here the attribute values of the test sample are taken into account but insufficient samples (or none) may exist close to the test sample and so the estimate is not robust leading again to large errors. Therefore we expect $\kappa$ to lie in-between these extremes. We conjecture that the accuracy, as a function of $\kappa$, is approximately concave and we plan to investigate this more in the future when investigating ways of determining good initial guesses for $\kappa$. Not all of the plots are concave but this may be due to the stochastic nature of the problem. Also note that, as the sample size increases, the optimal value of $\kappa$ will also increase since more samples will lie within the neighbourhood of the test sample. Anyway there seems to be a single maximum. If this is indeed the case then the search over $\kappa$ can be significantly reduced.

7 Discussion

Across 17 UCI datasets we compared the Laplacian Naive-Bayes, Gaussian Naive-Bayes and $K$-Nearest Neighbors classification algorithms to our proposed method. The datasets vary in data type and consists of a combination of ordinal, categorical and continuous data. The classification space varies from binary to multiple classes and the size of the feature space also varies significantly. We note in Table 3 that the average accuracy of the proposed method is 9.43% higher than the Gaussian approach, 34.6% higher than the Laplacian approach and 10.1% higher than $K$-Nearest Neighbors. These results suggest that the proposed method performs well and is robust when compared with traditional methods. The proposed approach had a higher accuracy in all datasets except Banknote-authentication Lohweg and DÃ¶rksen (2012). Features of [0,1] resulted in $K$-NN having an accuracy of 0.949 and our model, 0.942. In this case we tried using all features and tied with $K$-Nearest Neighbours with an accuracy of 0.999. The optimal $\kappa$ was found through a grid search but an arbitrarily high value of $\kappa$ (e.g., 60) gives an average accuracy higher than the other three methods and outperforms them in 58.8% of the cases.

8 Conclusions and Future Work

We present a robust approximation to Bayesian classification using an activation function in the form $(1 + x)^{-\kappa}$, where $x$ is a distance metric computed using the euclidean distance between test and training samples. When compared to the Naive-Bayes algorithm (Gaussian and Laplacian) the proposed method surpasses performance or is on par. The proposed method also outperforms the $k$-NN classifier as demonstrated through experimentation. While the results presented in this paper show promise, there is significant room for improvement of the algorithm. Future work can include heuristic methods for determining $\kappa$ or working on reducing run-time for the proposed approach by using a subset of training samples when making a prediction. As the proposed method relaxes the independence assumption of the Naive-Bayes classifier it may be possible to use it for image classification.
Fig. 2  Accuracy as a function of $\kappa$
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