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Abstract

The search for new larvicides suited for vector control of mosquitoes requires considerable time, an enormous budget, and several analytical setups.

Fortunately, the use of quantitative structure–activity relationship (QSAR) modeling allows the prediction of the larvicidal activity of structurally diverse chemicals against mosquitoes in a way quick and costless. This approach can be helpful to study for making biolarvicide with highest ability to destroy mosquito larvae.

We propose a quantitative structure-activity relationship model using two different statistical methods, multiple linear regression (MLR) and Support vector machine (SVM) for predicting the larvicidal activity of 30 compounds of essential oils (EOs) isolated from the root of *Asarum heterotropoides* against *Culex pipiens pallens*. A model with four theoretical descriptors derived from Dragon software was developed applying the genetic algorithm (GA)-variable subset selection (VSS) procedure. The statistical parameters, $R^2 = 0.9716$, $Q^2_{LOO} = 0.9595$, $s = 0.1690$ of the model developed by MLR showed a good predictive capability for log LC$_{50}$ values. The comparison between the results of MLR and SVM models showed that the SVM model present a good alternative to construct a QSAR model for the prediction of the larvicidal activity.

Introduction

Human has been suffering from mosquitoes bites and their harmful effects since time immemorial and it is classified as the most important insect pest of man [1].

About 3492 species of mosquitoes are reported, more than a hundred species can transmit several disease to humans and other vertebrates, [2] such as malaria, encephalitis, yellow fever and chikungunya [3], dengue fever, japanese.

Mosquitoes belonging to the large family of Culicidae are widespread across the world and most mosquitoes vectors belong to *Anopheles, Aedes* and *Culex* genera [4].

The control of mosquito vectors is becoming difficult because of the resistance of mosquitoes to chemical insecticides and also their systematic and repeated applications. The most significant negative impacts are biological imbalances, toxic risks to humans, animals and non-target organisms more environmental pollution [5–6, 7]. Therefore there is an urgent need to develop safer, environmentally and efficient alternatives to synthetic insecticides. In this context, researchers have encouraged the use of natural products in control of mosquito larvae. Essential oils (EOs) or plants extracts are rich source of bioactive compounds which are less toxic, selective, eco-friendly, low-cost and easily biodegradable insecticides [8].

For example, the exploitation of essential oils as larvicides in new formulations of botanical insecticides by the use of encapsulation procedures has a low impact for the environment and non-target organisms [9].
In recent decades, several studies have been interested in the interactions between plants and insects. This co-evolution has revealed the potential use of plant metabolites for this purpose. Many components of essential oils (EOs) are known for their insecticidal properties [10].

The most promising groups of plants that have insecticidal activity are Meliaceae, Rutaceae, Asteraceae, Annonaceae, Labiatae, Aristolochiaceae and Malvaceae [11].

Some studies have indicated the effectiveness of aromatic plants against mosquitoes such as Eucalyptus Grandis [12], Mentha arvensis L. [13] and Mentha piperita [14].

The constituents of essential oils have been valued as insecticides due to their broad action as toxicity, oviposition, feeding deterrence, repellence, and attraction which act on the nervous system of the insect [15].

Furthermore, larvicides have been commonly used to eradicate the populations of Culex pipiens for many years [16], so the ideal method for controlling mosquito populations infestation is by preventing mosquitoes at the breeding sites in the aquatic larval stage compared to the adult one [17, 18].

However, the development of plant-based larvicides is limited by the considerable time and huge budget to perform biological and clinical trials [19]. For this reason, several approaches have been employed to find new, quick, and costless methods of research of new bioactive compounds against mosquitoes, which consist in predicting the properties and activities of molecules [20].

Quantitative structure–activity relationship models are quantitative regression methods employed for determining the chemical features contributing to a specific activity [21]. Various studies that reported QSAR models for the prediction of the larvicidal activity against mosquitoes. M. Javidfar and S. Ahmad have improved QSAR models for 62 larvicidal phytocompounds against Aedes Aegypti [22]. Laura M. Saavedra et al., have analysed by QSAR the larvicidal activity against Aedes aegypti (Diptera: Culicidae) from 60 plant-derived compounds using the RM variable subset selection technique based on MLR exploring 18 326 molecular descriptors [19].

This method attempts to correlate chemical or biological activities with a great number of molecular descriptors, which are real numbers calculated from molecular structures using various approaches and appropriate software [23, 25]. These descriptors represent quantitatively the encoded chemical information [26]. They may also be classified into four categories vis. hydrophobic, electronic, steric, and topological indices [27].

The main aim of the present study was to develop a new mathematical regression model for prediction of larvicidal activity of different compounds of (EOs) extracted from Asarum heterotropoides against third-instar larvae of Culex pipiens pallens using QSAR model.

Multiple Linear Regression (MLR) and Support Vector Machine (SVM) were applied for modeling the quantitative relationship between the larvicidal activity and the structural descriptors of EOs components. To achieve this goal, genetic algorithm (GA) was used to choose descriptors before to the construction of
the MLR and SVM models. Finally, Internal (cross-validation and Y-scrambling) and external statistical validations were used to verify the suggested models strength and prediction ability.

Results And Discussion

Multiple linear regression

The MLR technique gives an equation that connects structural features to the (log LC$_{50}$) of the compounds. Therefore, the optimal model was determined to be a four-variable model. The following is the created model's regression equation:

$$\text{log } LC_{50} = 15.0 + 0.841 EEig03x - 0.500 EEig11x - 4.17 BEHm1 - 1.01 Mor24v$$ (1)

The statistical parameters listed in Table 1 are used to evaluate the model. They show that the model (Eq. (1)) established a strong correlation between the four selected variables and the studied property, with excellent parameters and a very large value of the Fisher $F = 154.1681$, indicating the model's excellence in predicting the log LC$_{50}$ values, and a low standard error $s = 0.1908$. We can infer that the statistical parameters of the constructed model have excellent predictive performance and that the descriptors used to define the 50% lethal concentration are well chosen. The developed model satisfies the above accept conditions (Eq. (6–9)).

<table>
<thead>
<tr>
<th>Training set</th>
<th>Prediction set</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^2$</td>
<td>$Q^2_{LOO}$</td>
</tr>
<tr>
<td>0.9716</td>
<td>0.9595</td>
</tr>
</tbody>
</table>

Table 2 displays the statistics and definitions for the descriptors chosen. The regression coefficients of the descriptors in the models are much bigger than the standard deviation indicated by the high absolute $t$-values. The values of probability ($P$) are less than 0.05 for each descriptor that means the presence of every descriptor is statistically significant and indicates that the models are not a result of mere chance. As can be seen from Table 2, the variance inflation factor (VIF) values of all descriptors are less than 5. Thus, there is no multicollinearity between the selected descriptors, and the obtained models are stable.
Table 2
Characteristics of the selected descriptors in the MLR model.

<table>
<thead>
<tr>
<th>Descriptor</th>
<th>Descriptor description</th>
<th>Coeff</th>
<th>SE Coeff</th>
<th>t-values</th>
<th>P</th>
<th>VIF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td></td>
<td>14.9850</td>
<td>0.8004</td>
<td>18.72</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>EEig03x</td>
<td>Eigenvalue 03 from edge adj. matrix weighted by edge degrees</td>
<td>0.8413</td>
<td>0.1219</td>
<td>6.90</td>
<td>0.000</td>
<td>1.951</td>
</tr>
<tr>
<td>EEig11x</td>
<td>Eigenvalue 11 from edge adj. matrix weighted by edge degrees</td>
<td>-0.49977</td>
<td>0.08760</td>
<td>-5.71</td>
<td>0.000</td>
<td>1.596</td>
</tr>
<tr>
<td>BEHm1</td>
<td>highest eigenvalue n. 1 of Burden matrix / weighted by atomic masses</td>
<td>-4.1688</td>
<td>0.2392</td>
<td>-17.43</td>
<td>0.000</td>
<td>2.181</td>
</tr>
<tr>
<td>Mor24v</td>
<td>3D-MoRSE - signal 24 / weighted by atomic van der Waals volumes</td>
<td>-1.0059</td>
<td>0.2619</td>
<td>-3.84</td>
<td>0.001</td>
<td>1.164</td>
</tr>
</tbody>
</table>

The strong correlation between observed and predicted log LC$_{50}$ values for both the training and prediction sets is another indication of the model's quality.

Figure 1 shows the predicted values of the log LC$_{50}$ versus the experimental values, the correlation coefficient ($R^2 = 0.9716$) of this plot indicates the good agreement between these values, proving the model's trustworthiness.

In the Williams plot used to examine the model applicability domain, the majority of the 30 compounds fall inside the box and were accurately predicted (Fig. 2). The leverage values ($h_{ii}$) of all compounds in the training and test sets are less than the critical value ($h^* = 0.652$), except one compound Temephos from the training set it is an influential observation.

With the goal of verifying the robustness of the developed model, Y-randomization test was applied. The dependent variable vector (log LC$_{50}$) was shuffled randomly within the training set by using 100 iterations, knowing that on every iteration a novel model will be generated.

Figure 3 shows a graphic of the statistical coefficients $Q^2$ and $R^2$ that allows comparing the outcomes of randomized models (squares) with the developed model (ring). $R^2$ and $Q^2$ values are clearly quite high for the real model. These results indicate that the model is not due to chance correlation.

**Descriptor Contributions Analysis**

Based on a previously described procedure, the relative contributions of the four descriptors to the model were determined as follows: $BEHm1$ (39.29%) > $EEig03x$ (22.99%) > $EEig11x$ (21.62%) > $Mor24v$ (16.09%).

As can be seen, the $BEHm1$ contribution is greater than the contributions of $EEig03x$, $EEig11x$, and $Mor24v$, while the difference in descriptor contribution is not significant, implying that the $BEHm1$ descriptor is more important in generating the predictive model than the other three descriptors, as shown in Fig. 4.
Support vector machine

The quality of SVM for regression depends on several parameters namely, kernel type $k$, which determines the sample distribution in the mapping space, and its corresponding parameter $\sigma$, capacity parameter $C$, and $\varepsilon$-insensitive loss function. SVM parameters were optimized by systematically adjusting their values in the training set and using 5-fold cross-validation to calculate the model's RMSE.

First, the value of $C$ fixed and the epsilon value and $\sigma$ value varied, a minimal RMSE corresponds to optimal values of $\varepsilon$ and $\sigma$. Once $\varepsilon$ and $\sigma$ are optimized, the regularization parameter $C$ that controls the trade-off between maximizing the margin and minimizing the training error be optimized. To find an optimal value of $C$, the RMSE of SVM models with different $C$ values was calculated. The variation of RMSE versus $C$ values is plotted in Fig. 5.

As shown in this figure, the optimal value of $C$ was 44.45. The optimal values of the three parameters and the final optimal model were determined in Table 3.

Figure 6 shows predicted log $LC_{50}$ against experimental values (Table 4). The predicted values are, in general, in good agreement with the corresponding experimental values.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>$C$</th>
<th>$\varepsilon$</th>
<th>$\sigma$</th>
<th>$R^2$</th>
<th>$Q^2_{LOO}$</th>
<th>RMSE</th>
<th>$Q^2_{EXT}$</th>
<th>RMSE$_{EXT}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA- SVM</td>
<td>44.45</td>
<td>0.009</td>
<td>0.09</td>
<td>0.9778</td>
<td>0.9450</td>
<td>0.1516</td>
<td>0.9928</td>
<td>0.0377</td>
</tr>
</tbody>
</table>

The model established a strong correlation between the four selected variables and the studied property, characterized by excellent parameters $Q^2_{LOO} > 0.5$. [28] In addition to a good standard error (RMSE) All statistical parameters of the model are satisfying and prove that the model is stable, robust and predictive.

Comparative Results Of Mlr And Svm

The comparative results of the MLR and SVM models are showed in Fig. 7. These results demonstrate that the SVM model was more powerful than the MLR model because it had a higher statistical quality and a lower prediction error.

Conclusion

In this study, linear and nonlinear QSAR models were developed to predict the larvicidal activity ($log \text{LC}_{50}$) for a dataset of 30 compounds against Culex pipiens pallens by using MLR and SVM methods. The built models clearly demonstrate good correlations between the structure and larvicidal activity of the studied compounds. A four descriptors linear model was developed by MLR, with $R^2$ of 0.9716 and RMSE of the 0.1690, SVM with $R^2$ of 0.9778, RMSE of 0.1516 for training set.
The suggested model’s reliability was demonstrated using validation techniques, such as leave-one-out cross validation, randomization testing, and validation through the test set. The performance of MLR and SVM were compared in this QSAR study. The obtained results show that SVM seems to be the best way to relate molecular descriptors to larvicidal activity and to derive statistical models with better quality and better generalization capabilities than the linear regression method. The optimization process of SVM is relatively easy to be implemented. They can be used as alternative non-linear modeling tools in QSAR. Our QSAR model with simply calculated molecular descriptors could be employed to estimate the larvicidal activity for new compounds with unknown activities to avoid testing.

**Experimental**

**Data Set**

The larvicidal activity values were previously obtained from the literature \(LC_{50}\), (Perumalsamy et al., 2009) [29], which represents the concentration at which 50% of third-instar larvae of *Culex pipiens pallens* show lethal effects after 24h of treatment. For QSAR procedure, The 30 \(LC_{50}\) values were expressed in ppm and were converted to a logarithmic scale \((LC_{50} = \log LC_{50})\) to reduce standard deviation.

The data set listed in Table 4 was divided into two molecular subsets using the Kennard and Stone algorithm [30], the training set of 23 compounds and 7 compounds for the prediction set.

**Softwares**

The chemical structures were geometry-optimized in HyperChem 6.03 [31]. Molecular descriptors were calculated using Dragon software [32], MLR regression and variable subset selection were performed by the software MobyDigs [33]. Then SVM regression was realized in the Molegro Data Modeller [34].

**Molecular Optimization And Descriptors Generation**

The chemical structure of each compound was sketched on a PC using the HYPERCHEM program [31] and pre optimized using MM+ molecular mechanics method (Polack-Ribiere algorithm). The final geometries of the minimum energy conformation were obtained by the semi empirical PM3 method at a restricted Hartree-Fock level with no configuration interaction applying a gradient norm limit of 0.001 kcal*Å⁻¹. mol⁻¹ as a stopping criterion.

The Hyperchem output files were imported into the Dragon software [32], aiming the calculation of 3224 molecular descriptors based on the geometrical and electronic structure of the molecules. In a pre-reduction step, constant values and descriptors that were found to be correlated pairwise were eliminated (when there was more than 96 percent pairwise correlation, one variable was deleted) [35]. Only 393 descriptors remain from this procedure.
Table 4
The data set and the corresponding observed and predicted values of log LC$_{50}$ by MLR and SVM, Hat values and standardized residual of prediction for the training and test sets.

<table>
<thead>
<tr>
<th>ID</th>
<th>Object</th>
<th>log LC$_{50}$ (Exp)</th>
<th>log LC$_{50}$ (Pred)</th>
<th>Hat ($h_{ii}$)</th>
<th>$e_{std}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MLR</td>
<td>SVM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Beta-Asarone</td>
<td>1.3499</td>
<td>1.3601</td>
<td>1.3665</td>
<td>0.090</td>
</tr>
<tr>
<td>2</td>
<td>Borneol</td>
<td>1.9617</td>
<td>1.8214</td>
<td>1.9444</td>
<td>0.266</td>
</tr>
<tr>
<td>3</td>
<td>Camphene</td>
<td>1.8479</td>
<td>2.0109</td>
<td>1.8662</td>
<td>0.139</td>
</tr>
<tr>
<td>4</td>
<td>Delta-3-Carene</td>
<td>1.1408</td>
<td>0.8600</td>
<td>1.1226</td>
<td>0.271</td>
</tr>
<tr>
<td>5</td>
<td>Beta-Caryophyllene</td>
<td>1.9715</td>
<td>1.9457</td>
<td>1.9899</td>
<td>0.315</td>
</tr>
<tr>
<td>6</td>
<td>1,8-Cineole</td>
<td>1.8975</td>
<td>1.9002</td>
<td>1.8311</td>
<td>0.087</td>
</tr>
<tr>
<td>7</td>
<td>3,5-Dimethoxytoluene</td>
<td>1.7413</td>
<td>1.8710</td>
<td>1.9334</td>
<td>0.136</td>
</tr>
<tr>
<td>8</td>
<td>Estragole</td>
<td>1.7321</td>
<td>1.5732</td>
<td>1.6609</td>
<td>0.064</td>
</tr>
<tr>
<td>9</td>
<td>Eucarvone</td>
<td>2.0716</td>
<td>2.1529</td>
<td>2.0881</td>
<td>0.107</td>
</tr>
<tr>
<td>10</td>
<td>Fenchene</td>
<td>1.8584</td>
<td>1.8586</td>
<td>1.8754</td>
<td>0.236</td>
</tr>
<tr>
<td>11</td>
<td>(+)-Limonene</td>
<td>1.1225</td>
<td>1.5441</td>
<td>1.4131</td>
<td>0.178</td>
</tr>
<tr>
<td>12</td>
<td>Linalool</td>
<td>1.9768</td>
<td>1.6449</td>
<td>1.7811</td>
<td>0.288</td>
</tr>
<tr>
<td>13</td>
<td>Methyleugenol</td>
<td>1.7267</td>
<td>1.6233</td>
<td>1.6700</td>
<td>0.049</td>
</tr>
<tr>
<td>14</td>
<td>Myrcene</td>
<td>1.8214</td>
<td>1.8040</td>
<td>1.8379</td>
<td>0.297</td>
</tr>
<tr>
<td>15</td>
<td>Myristicin</td>
<td>1.8864</td>
<td>1.4993</td>
<td>1.683</td>
<td>0.124</td>
</tr>
<tr>
<td>16</td>
<td>Pentadecane</td>
<td>1.9894</td>
<td>2.0775</td>
<td>1.973</td>
<td>0.387</td>
</tr>
<tr>
<td>17</td>
<td>(+)-beta-Pinene</td>
<td>1.3247</td>
<td>1.6359</td>
<td>1.6075</td>
<td>0.125</td>
</tr>
<tr>
<td>18</td>
<td>Safrole</td>
<td>0.9149</td>
<td>1.3139</td>
<td>1.3269</td>
<td>0.085</td>
</tr>
<tr>
<td>19</td>
<td>Terpinen-4-ol</td>
<td>1.7657</td>
<td>1.6476</td>
<td>1.7828</td>
<td>0.148</td>
</tr>
<tr>
<td>20</td>
<td>3,4,5-Trimethoxytoluene</td>
<td>1.8737</td>
<td>1.7065</td>
<td>1.8571</td>
<td>0.147</td>
</tr>
<tr>
<td>21</td>
<td>Verbenone</td>
<td>1.9824</td>
<td>2.0001</td>
<td>1.1451</td>
<td>0.188</td>
</tr>
<tr>
<td>22</td>
<td>Fenthion</td>
<td>-1.5376</td>
<td>-1.5599</td>
<td>1.7366</td>
<td>0.571</td>
</tr>
<tr>
<td>23</td>
<td>Temephos</td>
<td>-1.7959</td>
<td>-1.719</td>
<td>1.7483</td>
<td>0.702</td>
</tr>
<tr>
<td>24</td>
<td>Alpha-Phellandrene</td>
<td>1.1411</td>
<td>1.3912</td>
<td>1.1152</td>
<td>0.14</td>
</tr>
</tbody>
</table>

*a Test compounds
<table>
<thead>
<tr>
<th>ID</th>
<th>Object</th>
<th>log LC₅₀ (Exp)</th>
<th>log LC₅₀ (Pred)</th>
<th>Hat (hᵢ)</th>
<th>eᵢstd</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MLR</td>
<td>SVM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25ᵃ</td>
<td>(+)-alpha-Pinene</td>
<td>1.7321</td>
<td>1.4889</td>
<td>1.106</td>
<td>-1.3584</td>
</tr>
<tr>
<td>26ᵃ</td>
<td>(-)-alpha-Pinene</td>
<td>1.8473</td>
<td>1.4878</td>
<td>2.013</td>
<td>-2.0073</td>
</tr>
<tr>
<td>27ᵃ</td>
<td>(-)-beta-Pinene</td>
<td>1.1096</td>
<td>1.5972</td>
<td>1.0695</td>
<td>2.7259</td>
</tr>
<tr>
<td>28ᵃ</td>
<td>Gamma-Terpinene</td>
<td>1.1017</td>
<td>1.2682</td>
<td>1.1451</td>
<td>0.9588</td>
</tr>
<tr>
<td>29ᵃ</td>
<td>Alpha-Terpineol</td>
<td>2.0173</td>
<td>2.0628</td>
<td>1.7366</td>
<td>0.2489</td>
</tr>
<tr>
<td>30ᵃ</td>
<td>Terpinolene</td>
<td>1.0737</td>
<td>1.0761</td>
<td>1.7483</td>
<td>0.0147</td>
</tr>
</tbody>
</table>

ᵃ Test compounds

**Model Development And Validation**

A quantitative structure-activity relationship (QSAR) model should incorporate acceptable metrics of quality of fit, robustness, and predictability, according to the standards of the Organization for Cooperation and Economic Development (OECD). A learning set is used to determine a model's internal performance, and an appropriate test set is used to determine its predictivity [36].

To build an effective QSAR model, reliable and consistent data were needed. The genetic algorithm (GA) of the MobyDigs software [33] is used to choose significant descriptors. GA is a stochastic optimization method that mimics the evolution process by manipulating a collection of data structures [37]. It has been used for the selection of characteristics in QSAR studies [38].

In this study, the cross-validation value leave-one-out (LOO) is the optimized parameter. The GA-MLR model for the training set is obtained using the MobyDigs software. It is a model with various numbers of descriptors were examined. Because of the huge number of descriptors and varying multicollinearity, the created models were checked for overfitting. The possible multicollinearity among the selected descriptors is avoided by applying the Q Under the Influence of Krule (QUIK) [39].

The main objective of any QSAR study is to get a model with the best predictive and generalization abilities. In order to attest the prediction capability of the constructed QSAR models, two main methods of validation are used (internal validation and external validation).

Thus, several regularly used statistical terms: correlation coefficient ($R^2$) (Eq. (2)), leave-one-out (LOO) cross-validated $Q^2_{LOO}$ (Eq. (3)), and root mean squared error (RMSE) (Eq. (4)), are used to assess the proposed model's dependability, robustness and stability.
Also, leave-many-out (LMO) and Y scrambling techniques are employed. Leave-many-out is a more powerful technique than LOO to avoid over estimating and to verify the predictive ability and stability of a model. Here, LMO is repeated 5000 times with 5 of the objects left out at each time. Then the mean value of $Q^2_{LMO}$ is reported.

The predictive power of QSAR model can be judged by the external statistical validation by mean of the $Q^2_{EXT}$ defined as follows:

$$Q^2_{Ext} = 1 - \frac{\sum_{i=1}^{n_{ext}} (\hat{y}_{i/i} - y_i)^2 / n_{ext}}{\sum_{i=1}^{n_{tr}} (y_i - \bar{y}_{tr})^2 / n_{tr}}$$

An additional external validation according to Golbraikh and Tropsha [40] is applied solely to the test set. According to the recommended criteria of Tropsha et al., a predictive QSAR model, must attend the following conditions: [41]

$$Q^2_{EXT} > 0.5 \quad (6)$$

$$R^2 > 0.6 \quad (7)$$

$$\frac{(R^2 - R^2_0)}{R^2} < 0.6 \quad \text{and} \quad 0.85 < k < 1.15 \quad (8)$$
\[(R^2 - R^2_0) / R^2 < 0.6 \text{ and } 0.85 < k' < 1.15 \] (9)

where

\[ R = \frac{\sum (y_i - \bar{y})(\tilde{y}_i - \bar{\tilde{y}})}{\sqrt{\sum (y_i - \bar{y})^2 \sum (\tilde{y}_i - \bar{\tilde{y}})^2}} \]
\[ R^2_0 = 1 - \frac{\sum (y_i - y^r_0)^2}{\sum (y_i - \bar{y})^2} \]
\[ R'^2_0 = 1 - \frac{\sum (\tilde{y}_i - \tilde{y}^r_0)^2}{\sum (\tilde{y}_i - \bar{\tilde{y}})^2} \]
\[ k = \frac{\sum (y_i \tilde{y}_i)}{\sum (y_i)^2} \]
\[ k' = \frac{\sum (\tilde{y}_i \tilde{y}_i)}{\sum (\tilde{y}_i)^2} \]

where \( R \) is the correlation coefficient between the calculated and experimental values in the test set; \( R^2_0 \) (calculated versus observed values) and \( R'^2_0 \) (observed versus calculated values) are the coefficients of determination; \( k \) and \( k' \) are slopes of regression lines through the origin of calculated versus observed and observed versus calculated, respectively; \( y^r_0 \) and \( \tilde{y}^r_0 \) are defined as:

\[ y^r_0 = k \bar{y} \]

10

and

\[ \tilde{y}^r_0 = k' \bar{\tilde{y}} \]

11

respectively; and the summations are over all samples in the test set.

The reason to use \( R^2_0 \) and require \( k \) values that are close to 1 is that when actual versus predicted properties are compared, an exact fit is required, not just a correlation.

A randomization test is used to rule out the possibility of increasing the correlation by chance and permutation testing is used to check for reliability and robustness. The novel models are recalculated for randomly reordered responses (Y scrambling).

**Support Vector Machine**

SVM is a new and very promising classification and regression method developed by Vapnik et al., [42, 43] SVMs were originally developed for classification problems; they can also be extended to solve nonlinear regression problems by the introduction of \( \varepsilon \)-insensitive loss function. In support vector regression, the input \( x \) is first mapped into a higher dimensional feature space by the use of a kernel function, and then a linear model is constructed in this feature space. The kernel functions often used in SVM include linear, polynomial, radial basis function, and sigmoid function. The general form of the SVR-based regression function can be written as below: [44, 45]
where both $a_i$ and $a_i^*$ are Lagrange multipliers. According to the Karush-Kuhn-Tucker conditions only the minority sample coefficients are non-zero values, the data points corresponding with them are called support vectors. These support vectors are the samples which can determine the hyper plane. [46, 47] $K(x, x_j)$ is the Kernel function [48]. Any function satisfying Mercer’s condition can be used as the Kernel function. [49] In this work, the Gaussian radial basis function (RBF) Kernel was used in the SVM as below:

$$K(x, x_i) = \exp \left( - \frac{\|x - x_i\|^2}{\sigma^2} \right)$$

where $\sigma^2$ is the width of the Gaussian function, so the $C$ and $\sigma$ that are the relative weights of the regression error and the kernel parameter of the RBF kernel should be optimized by the user, to obtain the support vector. The parameters of SVM were optimized by systemically changing their values in the training step and calculating the RMSE and accuracy of the model using 5-fold cross-validation. The optimized values of $C$, $\sigma$, and $\epsilon$ were 44.45, 0.09, and 0.009 respectively obtained based on minimum RMSE and maximum accuracy of model.

A detailed description of the theory of SVM can be referred in several excellent books and tutorials [50, 51].

### Applicability Domain Analysis

The applicability domain (AD) [52, 53] is a theoretical region in the space defined by the descriptors of the model and the modeled response, for which a given QSAR should make reliable predictions. In this work, the structural AD was verified by the leverage approach. The leverage $h_i$ [54] is defined as follows:

$$h_i = x_i^T \left( X^T X \right)^{-1} x_i \quad (i=1; \ldots; n) \quad (13)$$

Where $x_i$ is the descriptor row vector of the $i^{th}$ compound, $x_i^T$ is the transpose of $x_i$, X is the model matrix derived from the calibration set descriptor values.

The warning leverage $h^*$ is, generally, fixed at $3(m+1)/n$, where $n$ is the total number of samples in the training set and $m$ is the number of descriptors involved in the correlation. [55]
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