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Abstract

Today's hardware platforms have parallel processing capabilities and many parallel programming models have been developed. It is necessary to research an efficient implementation of compute-intensive applications using available platforms. Matrix-matrix multiplication is an important kernel used in many scientific and multimedia applications. This kernel is a compute-intensive program too. This paper aims to efficiently implement this kernel using different parallel programming models such as SIMD, OpenMP, and OpenCL. Our experiment results for different matrix sizes show that speedups up to 6.5x, 3.2x, 16.7x, and 32x are achieved for SIMD, OpenMP, hybrid OpenMP-SIMD, and OpenCL implementations over-optimized serial implementation, respectively.

1 Introduction

Processor vendors have been developing Single Instruction Multiple Data (SIMD) extinctions to improve the performance of multimedia applications. SIMD was developed as a Data Level Parallelism (DLP) solution in parallelism. For example, Intel has introduced MMX, SSE, and AVX/AVX2 since 1996. In the beginning, SIMD registers were 64-bit and each new extinction doubled it to 128, 256-bit. So, in SIMD technology AVX and AVX2 could provide at least 256-bit registers. On the other hand, Inline-Assembly, Intrinsic Functions, and Auto-vectorization also known as vector class has been applied for SIMD programming [1].

OpenMP is a high-level programming API that enables Thread Level Parallelism (TLP) for sequential programs [2]. It enables parallelization of the sequential algorithm without restructuring, where the programmer defines the amount of parallelism granularity by a total number of threads, where a master thread schedules the given task among slave threads. OpenCL was introduced by Apple and jointly developed by AMD/ATI, Intel, and NVIDIA for both CPU and GPU platforms[3, 4]. The OpenCL platform has one host and one or more devices, the host is typically the main CPU and devices could be either CPUs or GPUs [5]. On the CPU side, it has an auto-vectorization methodology for given issues. Many researchers have worked on improving MMM performance in both CPU and GPU platforms using SIMD, OpenMP, and OpenCL while achieving different results[6-14]. However, there is not a clear evaluation and comparison between these parallel programming models, especially for hybrid models.

Matrix-Matrix Multiplication (MMM) is one of the main kernels in multimedia and scientific applications [12-14]. There are different ways to implement this kernel such as basic multiplication, matrix transposition, loop interchange, and blocking. However, these implementations for large matrix multiplication are computationally intensive [6-10]. For example, the multiplication of two matrix sizes of 6400×6400 with the improved algorithm is about 180 seconds on an Intel Core i7 system.

The goal of this paper is to implement the MMM on different CPU platforms using different parallel programming models such as SIMD, OpenMP, Hybrid OpenMP-SIMD, and OpenCL. In addition, we try to answer this question in this paper, what kind of implementation in CPU platforms can achieve more
speedup for MMM? And what kind of parallel programming models yields more speedup compared to others? Our experimental result shows that speeds up to 6.5x, 3.2x, 16.7x, and 32x are achieved using SIMD, OpenMP, OpenMP-SIMD, and OpenCL for different matrix sizes, respectively.

This paper is organized as follows, in section II background is described. Section III illustrates related works on matrix-matrix multiplication. In section IV proposed approach is presented. Section V illustrates our selected benchmarks, test-bed machine, and experimental result in detail. Finally, conclusions are presented in Section VI.

2 Background Information

2.1 Matrix Multiplication

Matrix-Matrix Multiplication or in brief MMM is a binary operation that multiplies an entire row of matrix A into an entire column of matrix B to produce each element of matrix C. There are different ways to implement this kernel such as basic mapping, matrix transposition, loop interchange and blocking, see Fig 1. In a basic implementation, the cost of fetching matrix B column has a bad great impact on overall performance. While for the transposed method the only extra cost is transposing Matrix B. However, in loop interchange and blocking the data reuses gains much better performance compared to basic and transposed methods.

Hence, the loop interchange method has been chosen as our basic CPU implementation. In basic MMM where the hole element of one row of A are multiplied into one whole column of the matrix B, the loading element of B columns is a bottleneck, on the other hand, MMM is a regular application, that in basic MMM when a row is multiplied into a column of the second matrix, so we can do it individually by loop interchange. C implementation code for basic MMM and loop interchange are demonstrated in Fig 2.

In loop interchange, every single element of matrix A will be selected once and multiplied to the hole element of the same row of matrix B and the result will be stored in matrix C elements, loop interchange algorithm decreases cache miss and increases data reuse. Each product of this multiplication will be added to one element of matrix C to create a C element in a very small step-by-step order. See Fig 3 for more detail. This code runs up to 2 times faster than transposed MMM and also 8 times better than basic MMM in our selected matrix ranges.

2.2 Parallel Programming Models

There are many parallel programming techniques such as instruction-level parallelism (ILP), data-level parallelism (DLP) using SIMD, thread-level parallelism (TLP) using OpenMP, as well as OpenCL in terms of auto-vectorization. These programming models can be implemented in single and multi-core CPUs which will be described in the proceeding [1, 4, 6-8, 11, 15].
2.2.1 SIMD

Single Instruction Multiple Data (SIMD), a type of parallel computing architecture that is classified under Flynn's taxonomy, enables the processing of multiple data with a single instruction which is supported by recent CPUs manufactured by Intel and AMD.

The first SIMD instruction set for x86 architecture was called MMX, developed by Intel in 1996 that is also known as the Multimedia Multiple Math extension. By MMX instructions, Intel introduced eight registers (MM0 to MM7) each register is 64 bits wide but only is used for integer operations. Thereafter, Intel introduced SSE (Streaming SIMD Extensions). The SSE has eight 128-bit wide register files (XMM0–XMM7) for x86 systems and sixteen 128-bit registers (XMM0-XMM15) for x64 systems that concentrate more on single-precision floating-point operations rather than integer operations [1].

SSE instructions implement the integer vector operations in a wider range of bits compared to MMX, besides supporting double-precision floating-point in 64-bit wide. Other extensions were introduced with some new instructions and changes. As AVX registers are twofold bigger than SSE registers, AVX provides the ability to use 8 single-precision floating-point numbers or 4 double-precision floating-point numbers in comparison to SSE instructions that can process only half of them. An example is illustrated in Fig 4.

2.2.2 OpenMP

Open multiprocessing (OpenMP) is an application programming interface for shared-memory multiprocessor systems that are designed for CPU-based applications [30]. OpenMP method is implementing a multithreading strategy, whereby a master thread forks a determined number of slave threads while the OpenMP runtime divides tasks between them, as shown in Fig 5. OpenMP uses pragma to fork additional threads to expedite the work in parallel. The original thread will be signified as a master thread with thread ID 0.

OpenMP determines a global view of programming, thereby the algorithm remains general like the original sequential one and will be parallelized with compiler directives at runtime. OpenMP provides a portable and scalable model for programmers on shared memory parallelization by exploiting Single Process Multiple Data (SPMD) and Multiple Process Multiple Data (MPMD) [16]. In addition, SIMD vectorization is also supported since OpenMP 4.0 where programmers could easily use “pragma omp simd” to vectorize their code [2]. Due to the goal of this paper which in part is to compare SSE and AVX in the OpenMP-SIMD version of MMM, the code will be utterly written in intrinsic function, and “pragma omp simd” will not be used.

2.2.3 OpenCL

Several important corporations, including Intel and NVIDIA, developed a standardized programming model called Open Compute Language (OpenCL) [3]. OpenCL is very similar to CUDA in the case of parallelism management and data delivery in parallel processing. In comparison to CUDA, OpenCL relies more on APIs, OpenCL can run correctly without modification on all processors that support it [5].
Many libraries use OpenCL for acceleration, such as MAGMA, clAMDBLAS, BOLT C++ Template library, and JACKET which accelerates MATLAB on GPUs, also some Java bindings are available for OpenCL. Hence the OpenCL is a cross-platform parallel computing API that defines a C-like language for writing programs, this framework contains a C99-based language for writing kernels and an API for controlling OpenCL supported devices. The OpenCL key factor is its portability across many multi-processors like CPUs, GPUs, and FPGAs. The aim of this API for programmers is to put aside whole hardware specification concerns by offering a hardware abstraction [17].

OpenCL provides a unique programming environment for programmers to write efficient, portable code for high-performance computing in CPUs and GPUs. The OpenCL specification describes its programming architecture details, and a set of APIs to perform specific tasks, which are all required by an application developer. This specification is provided by the Khronos OpenCL consortium. OpenCL employs a data-parallel execution model relying on its fine granularity based on target platforms. Moreover, it has two special parts, one called kernel which executes in parallel, and another called host which is standard C/C++ form. Kernels lunches by work-items, the particular number of work-item creates a work-group. The OpenCL mapping strategy makes it suitable for implementing BLAS (Basic Linear Algebra Subprograms), Level 1 BLAS perform scalar, vector, and vector-vector operations, Level 2 BLAS perform matrix-vector operations, and Level 3 BLAS perform matrix-matrix operations as shown in (1) where $\alpha$ and $\beta$ are random scalars [9, 18].

$$C = \alpha AB + \beta C \quad (1)$$

### 3 Related Works

MMM speedup has been the major goal of many studies[6–11] and is still ongoing today. BLAS [9, 19] is Basic Linear Algebra Subprograms (BLAS) that provides a standard blocking method for matrix multiplication. It has been widely used in many libraries, like ATLAS, and NVIDIA cuBLAS [6]. Related works with clear results are listed in Table 1.
Table 1  
Related works on CPU Platform, Core-thread stands for some physical cores and total supported thread respectively, Max (N) stands for Maximum Matrix dimension used in the related article.

<table>
<thead>
<tr>
<th>Ref</th>
<th>CPU</th>
<th>Core-thread</th>
<th>Max (N)</th>
<th>Programming model</th>
<th>Applied Algorithms</th>
</tr>
</thead>
<tbody>
<tr>
<td>[6]</td>
<td>Xeon E3-1241</td>
<td>4–8</td>
<td>4800</td>
<td>SIMD</td>
<td>Tiling, cache optimization</td>
</tr>
<tr>
<td></td>
<td>Core i7-2600K</td>
<td>4–8</td>
<td>4800</td>
<td>SIMD</td>
<td>Tiling, cache optimization</td>
</tr>
<tr>
<td></td>
<td>ARMv7-a</td>
<td>--</td>
<td>920</td>
<td>--</td>
<td>cache optimization</td>
</tr>
<tr>
<td></td>
<td>Xilinx Virtex-5 FPGA</td>
<td>--</td>
<td>920</td>
<td>--</td>
<td>cache optimization</td>
</tr>
<tr>
<td>[7]</td>
<td>Core i7-5600U</td>
<td>2–4</td>
<td>1120</td>
<td>C++</td>
<td>Basic, transposed</td>
</tr>
<tr>
<td></td>
<td>Pentium core 2 E6550</td>
<td>2–2</td>
<td>4800</td>
<td>SIMD</td>
<td>Tiling and cache management</td>
</tr>
<tr>
<td></td>
<td>core i7 2600k</td>
<td>4–8</td>
<td>4800</td>
<td>SIMD</td>
<td>Tiling and cache management</td>
</tr>
<tr>
<td>[9]</td>
<td>Core i7 3960X</td>
<td>6–12</td>
<td>8192</td>
<td>OpenCL</td>
<td>BLAS</td>
</tr>
<tr>
<td></td>
<td>Xeon Phi 5110P</td>
<td>60–240</td>
<td>8192</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[18]</td>
<td>Intel Core i7 3960X</td>
<td>6–12</td>
<td>6144</td>
<td>OpenCL</td>
<td>Basic, transposed</td>
</tr>
<tr>
<td></td>
<td>AMD Bulldozer FX-8150</td>
<td>8–8</td>
<td>6144</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[15]</td>
<td>Intel Pentium D 3.40GHz</td>
<td>2–2</td>
<td>2100</td>
<td>MPI</td>
<td>Blocking</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>MPI + OpenMP</td>
<td></td>
</tr>
<tr>
<td>[20]</td>
<td>Intel Xeon quad-core</td>
<td>4–8</td>
<td>4096</td>
<td>OpenMP</td>
<td>Loop parallelization</td>
</tr>
<tr>
<td>[21]</td>
<td>AMD Athlon II X2 270</td>
<td>2–2</td>
<td>834</td>
<td>OpenMP</td>
<td>Loop parallelization</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>MPI + OpenMP</td>
<td></td>
</tr>
</tbody>
</table>

SIMD is widely used to improve MMM performance [6–8, 10], there are three types of writing SIMD code, *inline assembly*, *intrinsic function*, and *vector class*. Although in inline assembly code the programmer has full control over registers and their behaviour, it’s not always the best way, especially for new compilers. Therefore, in the SIMD version of MMM the *intrinsic function* is used which is written as the
standard form of C. SSE could be an eligible way to implement MMM, it has been implemented for square matrix sizes in a wide range of hardware [6–8], while giving their method to minimize DDR access as well as finding suitable parameters like tiling size based on cache sizes, we also implement a SIMD version of MMM in for Intel CPU while combining it with OpenMP which has a great effort on some selected platforms. Moreover, AVX has been implemented for small matrix sizes, while comparing Intel and Visual Studio compiler [7], also two inline assembly and intrinsic function AVX code for matrices up to 1120 sizes, the result revealed that the intrinsic function works faster.

OpenMP programming language [11, 15, 20] was studied for MMM. In [20] authors explore MPMD for the cache-aware algorithm of MMM and gain better performance compared to the single-core version of their code, but we will show that in some cases SIMD is better than OpenMP and the best case is to use them together.

Hybrid parallel programming model [11, 15] significantly improves overall performance for MMM, [15] presented MMM implemented in a multicore-cluster using MPI and hybrid MPI + OpenMP, while the Blocking technique is used, where each node receives a block of A and multiply it into a block of B, A blocks stay at the node till the end while B blocks are in cycle turning.

CPUs are different in cache level, the number of physical cores, the total number of supported threads, frequency, and memory bandwidth. But there is not much work on comparing different parallel programming languages in the CPU platform. Here we compare the most common MMM algorithm in SIMD, OpenMP, OpenCL, and hybrid OpenMP-SIMD.

There are also several written libraries such as Intel MKL [22] and GotoBLAS [19]. MKL and loop kernels are written in assembly code, while our method is in C and assembly code is always more efficient the same is true about GotoBLAS assembly code. In terms of MKL, the developers have access to all the processor architecture details, for example, victim cache, and hardware prefetchers. The MKL library is the fastest library on Intel processors only. So it will not be fair to compare the MKL or GotoBLAS to our results. On the other hand, our approach was to compare SSE, AVX, OpenMP, OpenMP-SIMD, and OpenCL as parallel programming languages in the case of matrix-matrix multiplication algorithms, and achieving the best possible performance for selected platforms was not the goal of this paper.

4 Parallel Implementation Of Matrix Multiplication

4.1 SIMD implementation of MMM

SIMD programming allows parallel processing in a single CPU. There are three methods to implement SIMD programming: inline assembly, intrinsic function, and vector class [1]. SIMD version of MMM was implemented using the intrinsic function. Inline assembly gives us the most liberty to gain the best possible performance by managing each register one by one, but it is so complicated and it requires cautious handling of data transfer between CPUs and memories [1]. SSE and AVX instructions provide parallel execution of data in the MMM kernel.
Due to SSE and AVX capability, we will do multiplication with a step size of four and eight floating-point operations using the intrinsic function, and store them into another register allocated before. The loop interchange algorithm did not work well for SSE and AVX, thus transposed matrix multiplication was used, and transpose time was added to kernel time. In kernel code, two registers (XMM0, XMM1 for SSE and YMM0, YMM1 for AVX) will load matrix A and B elements, and the summation of multiplication is stored in another register allocated before (XMM2 or YMM2). While the kernel is running single instruction to multiple data the different results are stored in an array size of 4 or 8, finally, the summation of array elements creates each element of matrix C. The AVX code is demonstrated in Fig. 6.

4.2 Multi-Core CPUs

By programming in SIMD fashion, it's still a CPU single-core operation, but nowadays CPUs have at least 2-4-8 physical cores, and with multi-threading, by order 4-8-16 and more threads are available.

4.2.1 OpenMP

Open Multi-Processing (OpenMP) is a shared memory architecture API that provides TLP for multi-core CPUs using C, C++ or FORTRAN. OpenMP supports both task and data level parallelism [2]. The OpenMP version of MMM is illustrated in Fig. 7.

In OpenMP a loop can be parallelized by including the OpenMP library and using \textit{pragma} with specific parameters for loops, also the granularity can be controlled by adjusting loop chunks with a scheduling type, such as \textit{static} or \textit{dynamic}. The rest of the parallelization is on the OpenMP compiler, which generates parallel code and the runtime system, and manages parallel threads and recourses. For the OpenMP code version, the loop interchange model was used and the outer loop was parallelized.

4.2.2 OpenCL

In OpenCL, the host code coordinates and queues the data transfer and kernel execution commands. The device code executes the kernel code in an array of work items called work-groups.

In this paper, we used the Intel SGEMM library [23] which uses BLAS and measures its effects on CPUs to compare it with hybrid OpenMP-SIMD kernel code. The code contains basic, transpose, and Blocking techniques, but discovering suitable work-item and work-group dimensions plays a major role in gaining the best performance, we will use the method that is mentioned in (2). To fully utilize automatic vectorization in selected platforms we set work-item dimensions as 1 and 16 where 16 is equal to the total number of floating-point operations in a SIMD manner. Also, the work-group dimensions should be at least bigger than 8 because of our selected platforms which all support AVX.

\begin{equation}
\text{Work-group (W/2, W/128), Work-item (16,1)}
\end{equation}

4.2.3 Hybrid OpenMP-SIMD
A combination of OpenMP and SIMD instruction has been used, in this version, each thread running on the CPU has full advantage of SIMD functions but the number of registers is limited. OpenMP uses Fork and joins method where a master thread will automatically spread works beyond slave threads.

Moreover, SIMD vectorization is supported since OpenMP 4.0 is released, so by combining OpenMP and SIMD the kernel code will be broken into 4–8 tasks which have several threads provided by the runtime system and can increase register allocation up to 8–16 for loading matrix elements (each can load 4 up to 8 elements) and 4–8 register for storing multiplication in it. As it is clear there are up to 16 registers available in both SSE (for 64-bit systems) and AVX, so a drop-down in performance is predictable, moreover loading 8 elements will need much more bandwidth and it could be another bottleneck.

5 Performance Evaluation

5.1 environment and hardware system

We evaluated the performance of the MMM implemented by SSE, AVX, OpenMP, and OpenMP-SIMD programmed using intrinsic functions and compared the best cases with an OpenCL version of MMM. Tested CPU platforms, all contain 256-bit wide vector units which gave the ability to perform up to 16 single-precision floating-point operations. Testbeds are specified in Table 2, for the rest of our implementation results, square matrices have been selected and loaded with random floating-point numbers. On CPU platforms, all code versions such as single-core, SIMD, OpenMP, and hybrid OpenMP-SIMD kernel time are measured by Visual Studio 2013(MSVC++) Profiler aside from the CPU clock() function. Withal, Intel SDK 5.3 is used for OpenCL application analysis. The minimum runtime has been measured for each selected system.
Table 2
Platform’s specification. There are four systems named F, R, T, and A.

<table>
<thead>
<tr>
<th></th>
<th>F</th>
<th>R</th>
<th>T</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>Intel® Core™ i3-2370M</td>
<td>Intel® Core™ i3-5005U</td>
<td>Intel® Core™ i7-2630QM</td>
<td>Intel® Core™ i7-6700HQ</td>
</tr>
<tr>
<td>Architecture</td>
<td>Sandy Bridge</td>
<td>Broadwell</td>
<td>Sandy Bridge</td>
<td>Skylake</td>
</tr>
<tr>
<td>Number of physical cores</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>OS</td>
<td>Windows 8 64bit</td>
<td>Windows 8.1 64bit</td>
<td>Windows 7 64bit</td>
<td>Windows 10 64bit</td>
</tr>
<tr>
<td>Core Clock</td>
<td>2400 MHz</td>
<td>2000 MHz</td>
<td>2000–2900 MHz</td>
<td>2600–3500 MHz</td>
</tr>
<tr>
<td>L1</td>
<td>128 KB</td>
<td>128 KB</td>
<td>256 KB</td>
<td>256 KB</td>
</tr>
<tr>
<td>L2</td>
<td>512 KB</td>
<td>512 KB</td>
<td>1024 KB</td>
<td>1024 KB</td>
</tr>
<tr>
<td>L3</td>
<td>3072 KB</td>
<td>3072 KB</td>
<td>6144 KB</td>
<td>6144 KB</td>
</tr>
<tr>
<td>Memory Bandwidth</td>
<td>21.3 GB/s</td>
<td>21.3 GB/s</td>
<td>25.6 GB/s</td>
<td>34.1 GB/s</td>
</tr>
<tr>
<td>Instruction Set Extensions</td>
<td>SSE</td>
<td>AVX</td>
<td>SSE</td>
<td>AVX</td>
</tr>
<tr>
<td>SIMD vector widths</td>
<td>128-bit</td>
<td>256-bit</td>
<td>128-bit</td>
<td>256-bit</td>
</tr>
</tbody>
</table>

5.2 Experimental Result for Sequential Implementation of MMM

The loop interchange algorithm has been implemented in four Testbeds and the results are shown in Table 3. For all speedup comparisons, the result of each parallel implementation of MMM is compared to the sequential loop interchange algorithm result. The execution times for sequential MMM are presented in Table 3. For the rest of this paper, all parallel results of the F, R, T, and A systems will be compared to the result illustrated in the above Table.
Table 3
Execution time in seconds for sequential loop interchange algorithm on four different CPU platforms.

<table>
<thead>
<tr>
<th>Matrix size</th>
<th>F</th>
<th>R</th>
<th>T</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>256×256</td>
<td>0.017</td>
<td>0.015</td>
<td>0.015</td>
<td>0.013</td>
</tr>
<tr>
<td>512×512</td>
<td>0.132</td>
<td>0.125</td>
<td>0.119</td>
<td>0.093</td>
</tr>
<tr>
<td>1024×1024</td>
<td>1.332</td>
<td>1.131</td>
<td>0.979</td>
<td>0.750</td>
</tr>
<tr>
<td>2048×2048</td>
<td>9.405</td>
<td>9.006</td>
<td>8.235</td>
<td>6.031</td>
</tr>
<tr>
<td>4096×4096</td>
<td>76.473</td>
<td>72.507</td>
<td>66.058</td>
<td>48.05</td>
</tr>
<tr>
<td>6400×6400</td>
<td>278.436</td>
<td>270.857</td>
<td>246.786</td>
<td>180.2</td>
</tr>
</tbody>
</table>

5.3 Experimental Results for SIMD and OpenMP Implementation

SSE and AVX have better performance for small matrix sizes compared to OpenMP. As it has been illustrated in Fig. 8, the range of SSE and AVX speedup over loop interchange algorithm is about 2 to 3.2 and 2.6 to 6.5 respectively. Due to the algorithm selected for SSE and AVX, which does not employ proper cache blocking by increasing matrix sizes the performance of both SSE and AVX decreases. Although AVX can process 8 elements of the matrix at the same time and has twice the speedup for small matrices compared to SSE, the achieved speedup for matrices larger than 2048 showed that there is not much difference between SSE and AVX and bandwidth limitations directly affect the SIMD.

In A-system AVX keeps its speed up in most cases and has fewer drops down compared to other Testbeds because of 34.1GBs bandwidths. On the other hand, OpenMP has the most stable results, although it did not represent interesting performance for small matrices, still, it has 3.2 speedups for a matrix size of 6400, we should mention that in the best-tested CPU the total number of threads was 8 which restricts OpenMP functionalities. In addition, SIMD relies more on memory bandwidth and is more suitable for small matrices while Open MP’s multi-threading strategy showed a stable speedup overall. But the performance of MMM with OpenMP increases in all platforms by increasing matrix sizes. This represents that the volume of computations per thread increases respectively, while AVX still waiting for the exact 8 data elements to be computed.

5.3.1 SSE and AVX comparison.

As it is shown in Table 4, assembly codes generated for SSE and AVX are quite equal in the number of operations. The further analysis illustrated that latency is the key point in SSE and AVX compression, as we use an algorithm that does not cover memory bottleneck in MMM, the memory operation latency plays a major role in larger matrices.
Table 4

The number of assembly operations for SSE and AVX version of MMM, here “NUM. of” stands for the number of operations. Additionally, X and Y stand for 128 and 256-bit registers, respectively, while m128 and m256 refer to memory operations in 128 and 256-bit. Also, memory operations have two types which are illustrated as (register, memory) or (memory, register).

<table>
<thead>
<tr>
<th>Memory Operations</th>
<th>Mathematical Operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>Num. of</td>
</tr>
<tr>
<td>AVX</td>
<td>Y,m256</td>
</tr>
<tr>
<td></td>
<td>m256,Y</td>
</tr>
<tr>
<td>SSE</td>
<td>X,m128</td>
</tr>
<tr>
<td></td>
<td>m128,X</td>
</tr>
</tbody>
</table>

Although AVX has twice register size and calculation it also has a slower memory operation compared to SSE. These slower memory operations along with more arithmetic operations in each iteration cause the performance dropdown in larger matrices.

5.4 Hybrid OpenMP-SIMD and OpenCL Result

In multi-core CPUs, as shown in Fig. 9, we represented our hybrid methods, OpenMP-SSE and OpenMP-AVX as well as compared them to Intel OpenCL SGEMM [23]. Also, it has been said that for OpenCL a hybrid CPU-GPU has better results [24] but it was not the topic of this paper, so for OpenCL results the integrated GPUs were disabled and execution times are only for selected CPUs. On the other hand, SIMD vectorization has been supported since OpenMP 4.0 and we could simply use "#pragma omp simd" to vectorize our MMM code, but the goal of this paper was to compare two SIMD technologies which typically should have very different result and AVX code should be twice faster SSE while the experimental result revealed it is not.

The result exhibited that OpenCL can gain the best performance but as the matrix size increases the performance of all three versions decreases concurrently. In this experiment, T-system could not handle OpenCL code correctly due to an unknown error while it had the same Intel OpenCL driver installed, so T results are not mentioned for OpenCL. However, OpenCL has a more inclined drop-down in charts compared to OpenMP-AVX. Also in some cases, the performance of OpenMP-AVX increases, while OpenCL performance is falling by a factor of -1.7x, and it gives the idea that in matrices larger than 6400 the differences between OpenCL and OpenMP-AVX will not be considerable.

Although achieving the best possible performance was not beyond the purpose of this paper, the best performance achieved for the MMM is illustrated in Fig. 10. These results determined that programming languages with a fine granularity model are more suitable for the MMM and larger registers do not have that much impact on applications that are significantly dependent on memory operations.
As the number of floating-point operations in matrix multiplication is \((2n^3 \text{FLOPS})\) [7]. The performance measuring selected for Fig. 10 is GFlops which stands for the total number of Floating-point operations executed per second in the selected platform. The performance comparison showed that OpenCL has better performance, but two major issues should be taken into account. First, the Intel OpenCL SGEMM uses a blocking algorithm that could hide memory bandwidth limits. Second, the selected CPUs did not support more than 8 threads, so OpenMP results for better CPUs could be better.

### 5.5 performance comparison

Since the CPU used in the R-system is very close to the one used in [7], comprehensive results are illustrated in Fig. 11. Both systems use Intel Broadwell family CPUs, except that in R-system frequency is 2GHz compared to 3.2GHz in [7]. Both systems have two cores and 4 threads as well as the same instruction set supported by processors. The result showed that hybrid OpenMP-AVX has much better performance in all selected matrices.

Best achieved performance for [7] was 8.16GFlops, while our hybrid OpenMP-AVX code version achieved 25.48 GFlops in the best case. The comparison revealed that using SIMD only to boost scientific applications could not be a significant choice.

### 6 Conclusions

The performance of different parallel programming models such as SIMD, OpenMP, and OpenCL for an efficient implementation of matrix-matrix multiplication on different platforms has been evaluated. The result demonstrated that a larger register and an increased number of floating-point operations for recent SIMD instruction sets have better performance for smaller matrices than large matrices. In addition, our experimental results show that the combination of SIMD and OpenMP has much higher performance compared to SIMD and OpenMP implementations.
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Figures
Figure 1

Mapping matrix-matrix multiplication for four different techniques such as basic, transposed, loop interchange, and Blocking.

```
for (int i = 0; i < r; i++){
    for (int j = 0; j < r; j++)
        for (int k = 0; k < r; k++)
            c[i][j] += a[i][k] * b[j][k];
}
```

(a)

```
for (int i = 0; i < r; i++){
    for (int k = 0; k < r; k++)
        for (int j = 0; j < r; j++)
            c[i][j] += a[i][k] * b[k][j];
}
```

(b)

Figure 2

Here “i” stand for row index and “j” stand for column index, and “k” is used as a counter index. (a) Demonstrate basic MMM where matrix B elements are selected in column and (b) exhibit the loop interchange.
In loop interchange mapping, each element of matrix $A$ will be used only once and all available multiplications will be performed while the results are added to elements of matrix $C$. In each row of matrix $C$, elements are calculated little by little and the results remain in cache till one row of matrix $C$ completely be calculated, finally first loop iteration for “$i$” selects the second row of matrix $A$ and starts computing the same row of Matrix $C$, this will continue as long as all elements of matrix $C$ are computed.

**AVX**

<table>
<thead>
<tr>
<th>A0</th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
<th>A4</th>
<th>A5</th>
<th>A6</th>
<th>A7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$+$</td>
<td>$+$</td>
<td>$+$</td>
<td>$+$</td>
<td>$+$</td>
<td>$+$</td>
<td>$+$</td>
<td>$+$</td>
</tr>
<tr>
<td>B0</td>
<td>B1</td>
<td>B2</td>
<td>B3</td>
<td>B4</td>
<td>B5</td>
<td>B6</td>
<td>B7</td>
</tr>
<tr>
<td>$\downarrow$</td>
<td>$\downarrow$</td>
<td>$\downarrow$</td>
<td>$\downarrow$</td>
<td>$\downarrow$</td>
<td>$\downarrow$</td>
<td>$\downarrow$</td>
<td>$\downarrow$</td>
</tr>
<tr>
<td>C0</td>
<td>C1</td>
<td>C2</td>
<td>C3</td>
<td>C4</td>
<td>C5</td>
<td>C6</td>
<td>C7</td>
</tr>
</tbody>
</table>

**Figure 3**

**Figure 4**
The total number of floating-point operations in AVX and SSE for vector addition, where A and B elements are single floating-point numbers.

**Figure 5**

Fork and join method for two vector addition.
```c
__m256 ymm0; __m256 ymm1; __m256 result;
int i, j, k; float temp[8];
for (i = 0; i<r; i++)
    for (j = 0; j<r; j++){
        ymm0 = __mm256_load_ps(&a[i][0]);
        ymm1 = __mm256_load_ps(&b[j][0]);
        result = __mm256_mul_ps(ymm0, ymm1);
        for (k = 8; k < r; k += 8){
            result = __mm256_add_ps(__mm256_mul_ps(__mm256_load_ps(&a[i][k]),
                                          __mm256_load_ps(&b[j][k])), result);
        }
        __mm256_store_ps(temp, result);
    }
}
```

**Figure 6**

AVX intrinsic function code for matrix-matrix multiplication.

```c
#pragma omp parallel num_threads(n) {
    #pragma omp for private(i,j,k)
        for ( i = 0; i < r; i++){
            for ( k = 0; k < r; k++)
                for ( j = 0; j < r; j++)
                    c[i][j] += a[i][k] * b[k][j];
        }
}
```

**Figure 7**
Speedup of SSE, AVX, and OpenMP over the best sequential implementation, note that each system speedup is compared to its own best sequential result and less speedup does not mean higher execution time in the particular system. For instance, the AVX execution time for a matrix size of 6400 in R and A systems is 109 and 68 seconds.
Figure 9

Performance comparison of hybrid OpenMP-SIMD and OpenCL for four selected platforms, the hybrid, and OpenCL speedup compare to the best sequential result of the same system. Although the best speedup in hybrid OpenMP-AVX is in F, the lowest achieved time is for A, and that's because the sequential time for F was larger than A.
Figure 10

Performance comparison of hybrid OpenMP-SIMD and OpenCL in system A.
Figure 11

A fair comparison to the most recent work on AVX intrinsic function code, GFlops for [7] are approximately selected and compared to the R-system result because of similarity in both system CPUs.