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images can be stacked into a 3D tissue volume. A 3D analysis, renvesquires
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Full list of author information is accurate reconstruction of the tissue volume from the 2D image stddks task
available at the end of the article is not trivial due to the distortions such as tissue tearing, folgland missing at
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each slide. Performing registration for the whole tissue sliogay be adversely
a ected by distorted tissue regions. Consequently, regional stgtion is found
to be more e ective. In this paper, we propose a new approach tcaaourate
and robust registration of regions of interest for whole slide imad#s.introduce

the idea of multi-scale attention for registration.

Results: Using mean similarity index as the metric, the proposed aldonit
(mean std: 0:84 0:11) followed by a ne registration algorithm @86 0:08)
outperformed the state-of-the-art linear whole tissue regigion algorithm

(0:74 0:19) and the regional version of this algorithn©®:81 0:15). The
proposed algorithm also outperforms the state-of-the-art noalin registration
algorithm (original:0:82 0:12, regional:0:77 0:22) for whole slide images and
a recently proposed patch-based registration algorithm (patide 256:

0:79 0:16, patch size 5120:77 0:16) for medical images.

Conclusion: Using multi-scale attention mechanism leads to a more robusd a

accurate solution to the problem of regional registration of wholeeslichages
corrupted in some parts by major histological artifacts in theaiged tissue.

Keywords: Whole slide images; Immunohistochemistry images; Rigid

registration; Blood vessel 3D reconstruction; Multi-scale atien
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Background

This section presents the motivation for proposing a regional registratbn algorithm
for whole slides images (WSIs). It also provides the objectives inhis paper, liter-
ature review of the previously proposed registration algorithms for WS§, and the

innovation in the proposed algorithm compared to existing registration methods.

Motivation

Whole slide imaging (WSI) has enabled developing automatic analysis andidg-
nostic tools for more accurate identi cation and study of diseases. Sice its de-
velopment, clinical studies using WSIs and light microscopy have lsown compara-
ble accuracy for primary diagnostics in breast pathology 1], gastrointestinal tract
pathology [2], and urinary system pathology [B]. High-resolution 3D reconstruc-
tion of the original tissue volume from the 2D slices of WSIs enables reaechers
to study certain features which cannot be revealed in the 2D images, s as the
vascular structure, length and branching of vessels or colocalization dfiomarkers.
During the tissue cutting and mounting process, each individualthin section may
experience serious artifacts such as tissue tearing, folding, or misg. As a result,
accurate 3D reconstruction of the tissue volume requires rst regisering the tissue
in subsequent image slides.

The image acquisition process for a small volume of xed tissue invoh& cutting
the volume into very thin sections and mounting them on microscope stles for
staining. Scanning is performed for each slide individually after saining. The mor-
phological changes which may occur to the tissue during slide prepation such as
tissue compression or stretching, missing or torn tissue, stain vaations, rotation
and translation of the tissue M] are some of the reasons why registration of whole
slide images is challenging. Fig. 1 shows a few examples of tumor tisssamples
from patients with clear cell renal cell carcinoma. Tissue compresen, missing tissue
and tissue tears are found very often in the scanned images. Currentithere ex-
ists no algorithm which can recover the highly deformed tissue regios shown with
black boxes in Fig. 1. This is also not the aim of the proposed registration ajorithm
in this paper. These deformed regions may occupy a large part of the imagend
adversely a ect many global registration algorithms [5, 6, 7, 8, 9, 10, 11, 12, 13

making these algorithms unreliable. The aim of this paper is to addresshis prob-
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lem by designing a robust registration algorithm that registers user-e& ned tissue
regions in WSIs accurately. This registration method is not a ected by the presence

of adverse artifacts outside of the region of interest (ROI).

Objectives
We summarize the objectives of this paper as follows:
1 Design a registration algorithm that can perform registration for the ROI
de ned by the user in the WSI stack with high accuracy.
2 Registration accuracy of the proposed algorithm will not be a ected by any
highly deformed regions outside of the selected ROI.
3 The proposed algorithm can perform registration in a reasonable amount of
time for hundreds of WSiIs.
4 The proposed algorithm is highly robust in the existence of di erenttypes of

distortions in the WSI stack.

Literature review

Due to the large size of whole slide images in their full resolution, weestablished
registration methods cannot be deployed to register these images whithigh accu-
racy without a high performance computing system. Application of thesemethods
on lower resolutions may also result in signi cant registration errorsin the full reso-
lution. Previously proposed whole slide tissue registration algorithns take di erent
approaches to keep the computation time reasonable as well as to nd the gla
optimum solution. Proposed algorithms such as §, 5, 8] are classi ed as multi-scale
approaches. In multi-scale registration methods, the registration isperformed for
coarse resolutions of the images rst and the resulting deformation eldis re ned
using ner resolutions of the images. In the work by Wang and Chen §], for in-
stance, the images are sparsely represented in the coarse level bytraxting SIFT
features [L4]. The extracted features are used to estimate the transformation nesed
to align the two images. In the ne level, an area based b-spline methd is deployed
to improve the registration. In another work by Moles Lopez et al. [5], a four-level
pyramidal registration with linear transformations is utilized. To in crease the reg-
istration speed, similarity is only measured on randomly sampled pixks from the

whole tissue in this approach.
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The works such as 0, 11, 12] are patch-based approaches to WSI registration.
In patch-based methods, the image is divided into regularly spaced gtches and
registration is carried out for each patch individually. The method proposed by
Balakrishnan et al. [7, 15] is a good example of this group of algorithms. In this
algorithm, a convolutional neural network is trained on randomly selectedpairs of
moving and xed image patches from the training data set in an unsuperised man-
ner using a loss function that takes into account image similarity and aformation
eld smoothness. The trained network is then able to register ungen whole tissue
image pairs. Many patch-based algorithms are also multi-scale. The work biroberts
et al. [10], is a good example, where consecutive slides are aligned non-rigidfst.
Patch-based registration is then performed for increasing resolutios of the images.
Finally, a global b-spline non-rigid transformation is estimated from the set of rigid
patch transforms. The work by Lotz et al. [12] is another example of multi-scale
patch-based methods where non-rigid registration is carried out on theatches that
are allowed to overlap. Proposed registration algorithms such aslp, 9] take advan-
tage of the vessel structure in images to improve the registration oytut. In the
work by Schwier at al. [13], for example, vessels are extracted from each image and
non-rigid registration is performed using the vessel masks. The worky Liang et
al. [9] proposes a multi-scale registration algorithm which rigidly aligns thepatches,
fuses the rigid transformations by a cubic b-spline deformation and pdorms vessel
segmentation and association later on to reduce the registration error. Th work by
Jiang et al. [16] presents a registration algorithm for registering re-stained images
which refers to the procedure when tissue is stained, imaged, wiaed, stained again,
and imaged again. In this procedure, the tissue slices do not su er &m potential
distortions related to sectioning, or di erences in the tissue setions. Consequently,

they ful Il a di erent objective from our objective in this paper.

Considering the strong presence of tissue deformations in the acqeid virtual
slices and the large size of these images, landmark-based methods mayrisguided
by highly deformed regions in the tissue. The work by Vink et al. [L7] suggests that
in order to get an accurate registration of whole slide images, landmarks lated in
unreliable areas, such as folded, torn or missing tissue regions, netalbe detected
and treated di erently from reliable landmarks. There has been e orts to detect

unreliable regions in the tissue such as the work by Babaie et al1B] where folded
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tissue regions are detected using a deep learning technique or theork by Agarwal
et al. [19] where an algorithm is proposed to locate major histological artifacts in
tissue images. However, these algorithms are trained or tested on spacimage data
sets. Performance of landmark-based registration algorithms using thes artifact
detection methods need to be evaluated. Solorzano et al2(] divide the whole
tissue slide into manually selected sub-regions and perform registtion in a single
scale for each sub-region using coarse features. Although performing regiation
on tissue sub-regions improves the registration results, singlecale registration does
not yield high cell-level registration accuracy. Also, registration for regions with
highly deformed tissue sections will be poor and may adversely a ecthe output
deformation eld for the whole tissue slide. We propose a novel multiscale approach
for registration of whole slide images that performs registration only for the user-
de ned ROI on the tissue section. The proposed algorithm registers tie ROl marked
by the user in the tissue section very well. The novelty is the nalti-scale attention
mechanism which makes the registration algorithm robust and accurate. Arifacts
outside of the ROI marked by the user do not a ect the registration outcome. A
naive solution to registration of the user-de ned ROI is to crop the ROI in the
2D image stack and perform registration for the cropped regions. The cropped
regions, however, may not have enough common tissue information based orhigh
an accurate registration could be achieved. We present our proposed algohitn
in Method section. We have focused on registration of the region around Ibod
vessels in order to be able to quantify the registration accuracy usig manual lumen
segmentations. In the next section, we evaluate the proposed method cm data set

of whole slide image stacks acquired from clear cell renal cell carcinongatients.

Innovation

Although there are proposed algorithms that take advantage of 1) multi-scale reg-
istration techniques [5] and 2) coarse features in the tissue slide$] for registration
of WSiIs, the novelty of the proposed algorithm in this paper lies on the eient
way these two factors are deployed. The rst novelty compared to the previously
proposed multi-scale registration algorithms is in the fact that we use amulti-scale
attention mechanism where registration is initiated for a large region around the

ROI and increasingly concentrates on a smaller region around the ROI as thees-
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olution increases, giving more attention to a smaller region around the RQ This
is in contrast to the existing multi-scale algorithms where the whok tissue is regis-
tered at all resolutions. Registration starts on the entire low resoluion images and
proceeds to registering the entire high resolution images. Our muitscale attention
approach makes the registration robust against major deformations that may ebst
outside of the ROI. It also makes the algorithm desirable for registerig a ROI in
large images in a reasonable amount of time. The second novelty is that we ppose
a method to select a small subset of SIFT key points that can e ectiely align the
two tissue regions. Therefore, our registration algorithm avoids usingnon-speci c
key points that would degrade the registration outcome. We will explain ou al-
gorithm in detail in the Method Section. These two approaches togetherdeliver a
robust regional registration technique which satis es the objectives of this paper
as mentioned in the Objectives Section. The proposed algorithm doesat need to

know the location of highly deformed regions in the tissue section.

Results

In this section, we evaluate the performance of the proposed registraiin algorithm
on our data set of whole immunohistochemical slice images of clear cellrral cell
carcinoma. The organization of this section is as follows. We explain our dataet in
the following paragraph, followed by the evaluation of the proposed algoritim on the
presented data set. Next, we compare our proposed algorithm with three icerent

previously proposed methods: 1) a multi-scale rigid registration algothm [5], 2) a
patch-based, deep learning registration algorithm 7], and 3) a SIFT-feature-based
non-rigid registration algorithm [6]. The mentioned algorithms were found after
an excessive search for a diverse set of well-known algorithms that adess similar

objectives in our paper.

Data set

Our data set consists of whole immunohistochemical slide images of the patients
with clear cell renal cell carcinoma. All three specimens were xedn formalin and

embedded in para n blocks. A sequence of 100 slices were cut with imge resolution
of 0.5 m/pixel for patient 1, and 0.25 m/pixel for patient 2, and 150 slices were
cut with image resolution of 0.25 m/pixel for patient 3 from the tissue blocks with

4 m thickness. All tissue sections were double-stained to reveal thendothelial cell
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marker CD31 (Dako M0823, Clone JC70A, 1:50 dilution, Epitope Retrieval 2, pH
9.0) and the pericyte marker -SMA Dako M0851, Clone 1A4, 1:1000 dilution, Epi-
tope Retrieval 2, pH 9.0). Immunohistochemical staining was performedising the
Leica Bond Max autostainer (Leica Biosystems Melbourne) according to tke man-
ufacturer's instructions. The double stains were visualized usig the Bond Polymer
Re ne Detection and the Bond Re ne Red Detection systems (Leica Bosystems),
with CD31 staining brown and SMA staining red. Each slide was scannedt high

resolution with IntelliSite Pathology Ultra Fast Scanner (Philips Di gital Pathology

Solutions, The Netherlands) and viewed with IMS Viewer (Philips, The Nether-
lands). All registration experiments were performed on level 4 magnication of the

whole slide images as the full resolution image in this paper. Although our dta set
consists of merely three acquired image stacks, a combination of 20 bloogssels
with di erent shape and orientation and from di erent regions in the i mages were
selected for registration to adequately test robustness of the proposealgorithm.

Tissue tearing, folding, and missing were observed frequently in B image stacks.
Four resolution levels were considered for the proposed registration gbrithm. The

lumen for each blood vessel was segmented manually. The output trarmfmation

matrices for the registered blood vessels were applied to the casponding lumen
segmentations to measure the registration accuracy. It is important to enphasize
that the lumen segmentations were solely used to compare the performae of the
proposed method with the competing methods. These segmentationsere not used

in any steps of the registration pipeline.

Evaluation of the proposed algorithm

A 2D view of the blood vessels that were selected for registration arehewn in the

rst column in Fig. 2 and Fig. 3 for 20 blood vessels. We applied the propsed
algorithm on all 20 selected blood vessels. The 3D reconstruction of theelected
blood vessels before registration, and the resulting 3D reconstriied blood vessels
after performing registration using the proposed algorithm are shown inthe second
and third columns, respectively, in Fig. 2 and Fig. 3. The original image sale in the

z dimension is compressed for presentation purposes. As can be seele tvessels

are well-aligned using the proposed algorithm for most of the slices expefor a few
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slices highlighted by red boxes. In Fig. 3 in the supplementary magrials section,
we have provided the registration results for a few pairs of slidesof these blood
vessels, the best SIFT feature matches for the ROIs in the previoaiand current
slides, and the selected 3 SIFT feature matches that resulted intte best alignment
of the 2 slides.

In order to have a quantitative measurement of the accuracy of the proposd
registration algorithm, we used Dice similarity coe cient as the similarity metric.
Dice similarity coe cient (DSC) also known as Dice similarity in dex measures the
similarity between non-zero pixels in the two lumen masks after egistration using
the following formula:

T

DSC =2 u
JA] + |B]

Where A and B are the set of non-zero pixels in the rst and the seconddmen mask,
respectively. The operatorj:j de nes the size of the set and the operato;r represents
the intersection of the two sets. This metric was chosen for quantiative analysis
mainly because DSC stays meaningful for any two consecutive images inhich
blood vessel branching occurs. The DSCnjean std) for lumen segmentations after
registration using the proposed algorithm for the 20 blood vessels and Soasecutive

slices was measured and is reported a@roposed Algorithm in Table 2.

Comparison with a multi-scale rigid approach

We compared our algorithm with the state-of-the-art multi-scale registration
method by Moles Lopez et al. ] mentioned in the Background Section where
they introduce a four-level registration algorithm. Similar to our approach, their
algorithm performs registration on the low resolution images rst. The resulting
deformation eld is applied to the next higher resolution images beforeperforming
registration on this level. Their algorithm does not utilize the mult i-scale attention
mechanism proposed in this paper. In order to make the algorithm faster ad more
robust, they measure their similarity metric only on randomly sampled pixels in
the whole image. They consider only linear transformations T , (a ne and rigid)
for registration. There exists a few hyperparameters for this algoritim such as the
similarity metric: Mattes mutual information (MI) or normalized cross correlation

(NCC), the number of pixels to evaluate the similarity metric on (Ns), the number



Paknezhadet al.

Page 9 of 23

Parameter All resolutions
T Ane , Rigid
S MI, NCC
Ns 8000
N; 2000
MSL 1,5, 10, 20
Input Lum, Hem

Table 1: Table shows the set of parameter values that were tested for thenulti-
scale registration algorithm proposed by Moles Lopez et al.§. The parameter
values which resulted in the best mean registration accuracy for all tk 20 blood

vessels are shown in bold.

of iterations, N;, of the optimization procedure, and the image channels to use for
registration: the hematoxylin channel (blue) or the luminance chanrel.

Table 1 shows the set of hyperparameters for this algorithm together with possi
ble values for these parameters. The parameter values were taken fronhé set of
values evaluated for high-resolution images in the paper by Moles Lopez et .al5]
(Table 1 in the paper) except for the values for maximum step length (MSL) where
we found the range 1, 5, 10, 20 outputting more accurate registration results\We
tested the algorithm with di erent combination of the parameter values de ned in
Table 1 for 5 consecutive slices and found the set of values that gave the bestaan
registration accuracy for all the 20 blood vessels to bd& = Ane, S = MI, MSL

= 10, and Input = Lum.

Using this set of values, we applied the method on the images with theusround-
ing artifacts removed (Iseq) for all the 20 blood vessels following theRemoving
surrounding artifacts steps in the Methods section. The mean registration accuracy
for this method is reported as Moles Lopez et al.§] 1 Round in Table. 2. To have a
fair comparison, the method proposed by Moles Lopez et al.5] was also provided
with the same manual user input (ROI?) that was provided to our algorithm. The
ROI de ned by user (ROI %) was extracted from the registered images and further
registration was performed on the cropped regions. This approach is refexd to as

(Moles Lopez et al. p] 2 Rounds) in Table 2. After applying the proposed regis-
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Method DSC Training time Exec. time
Moles Lopez et al. ] - 1 Round 0:74 0:19 - 5.8 min *
Moles Lopez et al. b] - 2 Rounds 0:81 0:15 - 6.4 min *
Wang and Chen p] - 1 Round 0:82 0:12 - 2.8 miny
Wang and Chen ] - 2 Rounds 0:77 0:22 - 3.0 miny
Balakrishnan et al. [7] - Patch size 256 0:79 0:16 80.5 min * 0.34 min *
Balakrishnan et al. [7] - Patch size 512 0:77 0:16 316.9 min * 0.35 min *
Proposed Algorithm 0:84 0:11 - 3.4 min *
Proposed Algorithm followed by Moles 0:86 0:08 - 5.6 min *
Lopez et al. [5]

* Ubuntu 19.04.4 LTS 64-bit, Intel Core i7-6700 CPU 3.40 GHz &, 31.4GB RAMy Windows
8.1 Pro 64-bit, Intel Core i7-4720HQ CPU 2.60GHz, 11.9GB RAM

Table 2: Mean Dice similarity coe cient (DSC) for the lumen segmentations after
registration. The DSC was measured for lumen segmentations of 20 blood s&els for
5 consecutive slices after registration using the method proposedybMoles Lopez
et al. [5] (Moles Lopez et al. p] 1 Round), the regional version of this method
(Moles Lopez et al. p] 2 Rounds), the method proposed by Wang and Chenf]
(Wang and Chen [6] - 1 Round), the regional version of this method (Wang and
Chen [6] - 2 Rounds), and the patch-based method proposed by Balakrishnan et
al. [7] with patch sizes 256 256 pixels and 512 512 pixels. Their performance was
compared with those of the proposed algorithm, and the proposed method falived
by ne registration using Moles Lopez et al. [B]. The time required for training and
executing the algorithms on 5 consecutive image slices is presentadthe third and

fourth columns.

tration algorithm, the user-de ned ROI was extracted from the registered images
and another round of registration using the method by Moles Lopez et al.q] was
performed to further improve the registration accuracy. We refer o this method as
proposed method followed by ne registrationthroughout the paper. Registration
accuracy for the proposed algorithm followed by ne registration using the work of

Moles Lopez et al. p] is also reported in Table 2.

Fig. 4 compares registration accuracy of the proposed method and the propode

method followed by ne registration using the method by Moles Lopez ¢ al. [5]
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with those of the whole tissue registration method (Moles Lopez et al.§] 1 Round)
and the regional version of this method (Moles Lopez et al.§] 2 Rounds) for each
blood vessel for 5 consecutive slices. As shown, both the proposecthod and the
proposed algorithm followed by ne registration provide more accurate androbust
results. We also performed registration for all tissue slices (100-150) fahe 20 blood
vessels using the proposed algorithm and compared the results with ghthree other
methods in Fig. 5.

The measured DSC for the proposed algorithm and the proposed algorithm fol-
lowed by ne registration was 0:84 0:07, and Q86 0:06, respectively, both out-
performing the work of Moles Lopez et al. ] (0:70 0:24) and the regional version
of this algorithm (0:74 0:25) for all 100-150 slices. The fourth and fth columns
in Fig. 2 and Fig. 3 show 3D reconstruction of the registered lumen masksising
the proposed algorithm followed by ne registration, and regional version (Moles
Lopez et al. p] 2 rounds) of the method by Moles Lopez et al. §].

In order to ensure that the proposed registration algorithm and the nal registra-
tion results after applying ne registration are robust against di eren t sizes of the
ROI, we considered di erent ROI sizes around the blood vessels oihterest and
performed registration using the proposed algorithm and the competing rethods.
The results are provided in the supplementary materials in Fig. 4. The results
suggest that performing ne registration after applying the proposed algoithm
does not always provide reasonable results for small ROIs for the expenents with
MSL = 10. However, ne registration is robust against medium and large ROIs

with MLS = 10 and all three ROI sizes with MSL = 1.

Comparison with a patch-based deep learning approach

We also compared our algorithm to the patch-based registration algorithm pro-
posed by Balakrishnan et al. []. We rst registered all slices in an a ne manner

using the Fiji tool [ 21]. Later, we trained the proposed neural network model with
pairs of patches extracted from a patient's image scans and applied the #&ined
model on the images from the same patient to have a fair comparison with ta
other methods. In order to register 5 consecutive image slices for eagatient, we

rst trained the proposed convolutional neural network model in an unsupervised
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manner on randomly selected patches cropped from these image sliceshdtrained
model was then applied on the same consecutive pairs of whole slide imag® reg-
ister. Hyperparameters were tuned to get high registration accuraciesThe values
were assigned as follows. Two models were trained with patch-sizes 256 256
and patch-sizes of 512 512 with a batch-size of 8 and 500 pairs of patches sampled
in each iteration. The regularization parameter value for the loss functon was set to
1, alearning rate of & 3 was de ned and mean squared error was utilized as the
image similarity metric. Both models were trained for 30 iterations. The number
of iterations was found to be enough for both models to converge and keep the-
quired training time short. The results for both patch-sizes wele compared with our
proposed registration results in Fig. 6. The registration results for the patch-based
registration algorithm by Balakrishnan et al. [7] for di erent patch-sizes are also
shown separately in Fig. 7. As can be seen, the patch-based registrationgarithm
is not able to provide a good registration of the ROI compared to our propose

method.

Comparison with a SIFT-feature-based non-rigid approach

We also compared the proposed algorithm to whole tissue registration mettd by
Wang and Chen B] mentioned in Background Section which, similar to our al-
gorithm, uses SIFT features for registration. In order to improve the registration
results, they also perform an area-based bi-directional elastic b-dipe registration
as the nal stage of their pipeline. In a similar way, we performed regstration for
the 20 de ned blood vessels for 5 consecutive slices using theqosed method by
Wang and Chen p] (Wang and Chen [6] 1 Round) and the regional version of this
method (Wang and Chen B] 2 Rounds) and compared the results with those of our
proposed method in Fig. 8. Quantitative comparison is also provided in &ble 2.
As can be seen, our algorithm outputs more robust results with better or snilar
accuracy supporting our assumption that a rigid registration is su cient for local
registration of the tissue.

The fourth column in Table 2 reports the measured execution time for registra-
tion of 5 consecutive slices by the corresponding algorithm. Note that tle average
execution time for the proposed algorithm followed by Moles Lopez et al.j] is less

than the average execution time for the original method §] because ne registration
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using [B] is performed on the ROI which takes a shorter time compared to when
running the algorithm on the whole image. A more optimal incorporation of the two

algorithms together can further decrease the execution time for the prposed algo-
rithm followed by Moles Lopez et al. B]. Also, note that the measured time for the

original and regional version of the method by Wang and Chen ] was calculated
on a Windows 8.1 Pro 64-bit system with Intel Core i7-4720HQ CPU 2.60GHz and
11.9GB RAM while the rest of the experiments were carried out on an Ubuntul9.04
LTS 64 bit system with Intel Core i7-6700 CPU 3.40 GHz x 8 with 31.4GB RAM

for technical reasons. The third column in the Table for the patch-basé method

by Balakrishnan et al. [7] refers to the average time spent to train the model using
randomly extracted patches from the input image slides.

It should also be mentioned that the measured execution time does noinclude
the amount of time required by the user to select the ROI for each blod vessel
of interest. However, this task is trivial and usually takes a few seonds for the
following reason. Selection of the ROI is performed in a lower resotion of the
whole tissue slide such that the user is able to see the blood veds clearly and
at the same time have a complete view of the whole tissue. The selext ROI by
the user in this resolution is then upsampled to nd the ROI for the full resolution
of the image. The size of the ROI in the full resolution is then used forall lower
resolutions unless the ROl boundaries exceed the low-resolutiomiage boundaries,

in that case the ROI is adjusted to stay in the low-resolution image boundaries.

Discussion

In this paper, we propose a novel multi-scale approach for registration ofhe tissue
in whole slide images. The user marks the ROI in the tissue sectionfhe proposed
algorithm will perform registration for that ROI in consecutive whole slides images.
We use a novel multi-scale attention mechanism that concentrates on &ig region
around the user-de ned ROI in low resolutions of the images and increrantally

gives more attention to smaller regions around the user-de ned ROI in igher res-
olutions. We also develop a method that e ectively selects a subgeof SIFT key

features that can align the two regions very well. The registration outcone is not
a ected by artifacts outside of the ROI.

Our experiments approve the fact that simple rigid transformation models can re-

sult in better regional registrations even in the presence of non-rigl deformations.

Page 13 of 23
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In other words, the transformation eld for a non-rigidly deformed tissue can be
approximated by many small rigid deformations measured on small sectionsen the

tissue.

The proposed method is staining-invariant and can be applied on multi-&ined,
double-stained, or Luminance images since it takes advantage of coarse feadgrthat
are extracted using SIFT feature detection algorithm. The ability to perform the
registration on full-resolution of images increases accuracy of the redsl Our ex-
periments showed that the proposed method outperforms two state-ethe-art rigid
and non-rigid registration algorithms and one deep-learning, patch-basedegistra-

tion algorithm.

Although the proposed method was not evaluated on di erent image modalities
in this paper, deploying this method for di erent modalities is straight-forward as
the only parameter that needs to be tuned is the number of layers in &h octave
for the SIFT feature detection algorithm which e ects the number of detected key
points on the tissue. For our experiments, we used the same number tdyers per

octave (10) for all the patient scans.

Despite the importance of registering whole slide images before periming tissue
analysis, the work on whole slide image registration is quite limited. h this work,
we tried our best to cite the most recent works on whole slide image regiration

and to compare our algorithm with the state-of-the-art methods.

It should be noted that in the existence of highly deformed regions in he tissue
slice, it is not possible to propose a global deformation eld for the wholetissue.
Existing patch-based registration methods such as the works by Robés et al. [10]
and Liang et al. [9] provide solutions for merging deformation elds acquired for
di erent image patches. However, they do not take into account the exstence of
highly deformed regions for which the registration results may be coriderably poor.
Therefore, merging deformation elds of the regions of interests in tle existence of
highly deformed regions in the tissue slice needs to be addressediture work will
address this problem. To make the algorithm more deployable, an automatior semi-
automatic method for detection of the ROIs would be desirable. Finally measures

should be taken to speed up the proposed method for near real-time apphtions.
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Conclusion

In order to study the tumor tissue in terms of vasculature and cell poplation, 3D

reconstruction of the sliced and imaged tumor volume is necessary. Wergposed a
multi-scale registration algorithm which provides more robust and accuate results

compared to two linear and nonlinear whole slide image registration algoritms and

one patch-based registration algorithm. The better registration accuracyof our pro-

posed method can be attributed to the novel multi-scale attention nechanism that
was deployed which incrementally focuses registration on a smalleegion around
the region of interest in higher resolutions. Moreover, the proposed r®thod needs
only minor parameter tuning. Future work includes analysis of the recorstructed

tissue volumes by the proposed algorithm to study drug in uence on angigenesis
and cell populations in tumors. The next section provides details on derent steps

of the proposed algorithm.

Method

In order to register a user-de ned ROI in the whole slide image stackthree steps
are carried out as follows: 1) Removing surrounding artifacts, to remuae extra stains
and artifacts around the tissue, 2) Rough alignment of consecutive tissuslides, to
approximately align the whole tissue in consecutive whole slide image 3) Registra-
tion of the user-de ned ROI, to register the ROl marked by the user. Finally, ne
registration is carried out to improve the registration for the ROI. Fi g. 9 gives an
overview of the steps of the proposed method. A owchart for each steps provided

in the supplementary materials in Fig. 1 and Fig. 2.

Removing surrounding artifacts

This step of the registration algorithm is done on a single scale. Extra stins and
artifacts around the tissue can a ect the registration outcome. To remoe these arti-
facts, each image () is converted to the gray scale and smoothed using a Gaussian
Iter with a standard deviation of 10 pixels. The smoothed image is then thresh-
olded using a threshold value equal to the mean pixel intensity of tle image. Since
an accurate segmentation of the tissue from the surrounding artifacts camot be
achieved merely by thresholding, an opening and later a closing morphogical op-
eration was applied on the output mask from thresholding using a circuhr kernel

of radius 20 pixels to get a mask that covers the artifacts and extra stais around
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the tissue. The nal segmentation mask is then applied to the image to emove
the surrounding artifacts. Contours in the new image are then detectd. The con-
tours which are closer to the center of the image and surround the largesarea
in the image are identi ed. Extra tissue and stains outside the conve hull of the
selected contours are removed, resulting in a cleaned tissue imagg). In the next
step, rough registration of the whole tissue is carried out for consecute whole slide

images.

Rough alignment of consecutive tissue slides

This step of the registration algorithm is also done on a single scale. In tis stage,
consecutive whole tissue slides are roughly aligned by correcting ledive rotations
or displacements in the location of the tissue across consecutive tiral slides. The
cleaned image|7, is segmented using the multi-resolution Monte Carlo method of
Sashida et al. P2] which performs piece-wise constant segmentation of the Mum-
ford and Shah p3] model to yield S . Mumford-Shah segmentation of the image
removes the noise, texture and small spatial intensity variations makng the image
clean and the upcoming registration robust against inter-slice intengy variations
due to di erences in stain densities. We chose Sashida's approach feegmentation
of the Mumford-Shah model mainly due to its outperformance over othempproaches
such as the work by Song and ChanZ4] and Bae and Tai [25] in multi-phase segmen-
tation of images. Next, each consecutive pair of Mumford-Shah segmented mges
are registered independently. For each pair of image§MS ;3 g, a combination
of varying translation (dx; dy) and rotation ( ) transformations are applied to the
second (moving) image to nd the rotation and translation parameters which make
T.axay [T (x;y)] most similar to ™S (x;y) by optimizing the following function:

X 2
argmin . Togeay [ OGS (X5y) (1)
f ;dx;dy g Xy

The f ;dx;dy g triplet which gives the least sum of squared dierence is cho-
sen and its corresponding transformation matrix is applied to the movihg image:
1942 T.axay [+1] These two steps roughly align the images in consecutive im-
age slides. Other algorithms which can be used for rough registration of thevhole
tissue in subsequent image slices include landmark-based regiation methods or

b-spline registration algorithms. For the same reason mentioned in the Bckground
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Section, landmark-based methods may not provide a fairly accurate iitial registra-
tion in case the selected landmark is located in a tissue section wth experiences
severe deformations in certain image slices in the WSI stack. Moreoweoptimiza-
tion of the parameters for a b-spline transformation technique is comptationally
demanding. A number of parameters specify the appearance and compleyibf B-
spline curves such as the number of control points and their relativéocation. These
values are usually tuned using trial-and-error procedures. Many algathms have
been proposed for parameter optimization for B-spline curve tting [26, 27]. Pa-
rameter optimization gets especially more challenging for the case of disntinuous
control points [28] which can occur in the existence of major distortions. Therefore,
a linear transformation technique was utilized in this step. In the next step, the

ROl is registered in consecutive image slices.

Registration of user-de ned ROI

Multi-scale registration is utilized at this stage of the registration algorithm. Reg-
istration of the whole tissue provides a fairly accurate initial alignment for further
registration of the ROI. To decrease the adverse in uence of tissue eformations
outside of the ROI, a multi-scale registration approach that incrementlly con nes
its attention to a smaller region around the ROI is deployed at this stage Di erent

steps of this approach are explained below:

Multi-scale attention

Let us de ne the registered image sequence from the previous step aé’seq =
f19%;1%;:::9. A small box around the ROI is de ned by the user for the image
at its full resolution (r = 0) as ROI"™  ROI? (seeROI? in Fig 8). In order to
register ROI % in 1% and 1%,; image slices, registration is rst performed for lower
resolutions of the two images.| f{=k ( Ior) is denoted as the output image from
downsampling| ¢ by a factor of 2¢. Similarly, a downsampled image is generated for
imagel 9., and is denoted ad 0!‘+1 . Registration is performed betweenl d,‘ and | df+1
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in the presented order giving a series of rigid transformations ;) as follows:

SIFT goy & 1%, =
SIFTro v 1 15 5Fc 19 ! Fe 1Fe
SIFTroio 1TiFiiitFc 15 ! Fo:::Fk 1F« @)

where SIF TR, (I;J) performs registration for the speci ed ROI in the image
pair (I;J) using SIFT features and will be explained shortly. The resulting trans-
formations are applied to imagel di)+1- The ROI for di erent image resolutions is
de ned as follows: If (Xgror ;Yro! ) is the center coordinates ofROI® in IOiO, the
corresponding center coordinates in the downsampled imagbdi‘ are calculated as
(Xror =2¢: Yror =2¢). The ROI (ROI ¥) for | df is then extracted with the same width
and height as forROI © unless the ROI boundaries exceed the image boundaries. In
that case, the width and height are adjusted such that the ROI stays inthe image
boundaries. Fig. 10 shows the extracted ROI from di erent image resoltions for
the manually identi ed ROI ( ROI?) in the full resolution image (I OiO). The novel
di erence between the proposed method and the existing multi-sale registration
methods lies in this step, the proposed algorithm con nes its attenton to a large
region around the original user-de ned ROI (ROI °) in the low-resolution images
and focuses its attention to a smaller region around the user-de ned BI as the
resolution of the images increase. The multi-scale nature of the algoritin makes it
computationally e cient. Next section describes the SIFT function in Eq. 2 which

registers the ROls in each resolution.

Registration using SIFT features

Having extracted the ROl ROI ¥ in the low-resolution imagesldi< and Idfﬂ, dis-
tinctive key points are detected in both ROIs using SIFT feature detection algo-
rithm [ 14]. Spatial coordinates of the detected key points are added to the desp-

tors of the key points and are taken into account for key point matching in the two
ROIls. From all the identi ed pairs of SIFT key matches, 8 strong matches are found
for the two ROls. If the number of identi ed matches are less than 8, al the SIFT

key matches are selected. Since registration is performed locallg rigid registration

is found su cient. A rigid transformation can be calculated with a mini mum of
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3 key points per image. Therefore, g = 56 di erent combinations of 3 matches
and consequently, 56 di erent transformation matrices can be obtained ging the
8 selected matches. Our experiments show that these combinatiorn@ovide a su -
ciently diverse set of transformations from which an accurate registraibn can often
be achieved. All the transformations are applied to the previously regstered image
Idi‘+1 in the Rough alignment of consecutive tissue slideSection giving a series of

56 warped images

fFq Idi(+1 F> Idiﬂrl ;i Fse Ioik+1 g 3)

where F, is the transformation matrix found by using a unique combination of 3
matches. From the 56 transformation proposals, the transformation matrix whch
gives the least sum of squared dierence in pixel intensity D) for ROl in the
warped imageF, | di<+1 and the reference imagd df is chosen using the following

function:

Fi =min Do, 1% Fn(1%,,) ;8m 2 [1;56] (4)

The best transformation matrix found for resolution k is then scaled up and
applied to the moving image in the higher resolutionl di‘+1l. This process is repeated
for resolutionsr = fk 1,k 2;:::;0g in the presented order and the registration
for the image pair (1%, 19,1 ) is nalized by de ning the transformation matrix for
r=0asF = FoF::::F and applying it to the original moving image: 1%,

F (1%.1). Similarly, registration is performed for the registered imagel %,; and
the next image in the stack ( %.1 , 1 %4, ) aligning the ROI in the entire image stack:
19eq = 1995199000519, ;19,5 ;:::9. A diagram of this process is shown in Fig.
10. Note that as the algorithm steps through higher resolutions of the images, th
SIFT key points are extracted from a smaller region around the user-dened ROI.

Hence, the proposed algorithm stays robust even in the existence ofgibrted tissue

regions that are outside of the ROl marked by the user.

Page 19 of 23
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Figures

Figure 1: A few examples of tissue deformation in two consecutive wholdide images

(Ii, 1i+1 ). Such deformations make registration of whole slide images challenging.

Figure 2: First column in gure shows a 2D view of the blood vessels tht were
chosen for registration. The second column shows 3D reconstruction of éhblood
vessels before registration. The 3D reconstruction of the blood vesks after regis-
tration using the proposed algorithm, the proposed algorithm followed by Mbles
Lopez et al.p], and Moles Lopez et al. §] 2 Rounds are shown in the third, fourth,

and fth columns, respectively.

Figure 3: First column in gure shows a 2D view of the blood vessels tht were
chosen for registration. The second column shows 3D reconstruction of éhblood
vessels before registration. The 3D reconstruction of the blood vesks after regis-
tration using the proposed algorithm, the proposed algorithm followed by Mbles
Lopez et al.p], and Moles Lopez et al.p] 2 Rounds are shown in the third, fourth,

and fth columns, respectively.

Figure 4: Figure compares registration accuracy using the proposed mettl the
proposed followed by ne registration (Proposed alg & Moles Lopez et al.j)), the
original (Moles Lopez et al. b] 1 Round) and the regional version (Moles Lopez et

al. [5] 2 Rounds) of the method by Moles Lopez et al.§] for 5 consecutive slices.

SupplemopenientaryMaterials.pdf | Supplementary Materi als
Provides detailed ow charts of di erent stages of the registration algorithm: 1) Removing surrounding artifacts, 2)

Rough alignment of consecutive tissue slides, and 3) Regisation of the ROI. Also, examples of the best SIFT feature
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Figure 5: Figure compares the Dice similarity coe cient (DSC) measured for the
proposed method and the method proposed by Moles Lopez et ab][applied on all

slices of the tissue volume (100-150 slices).

Figure 6: Figure compares the Dice similarity coe cient (DSC) measured for the
proposed method and the proposed method followed by ne registration Proposed
alg & Moles Lopez et al. p]), and the patch-based registration method by Balakr-
ishnan et al. [7] with patch sizes 256 and 512.

Figure 7: Figure shows the registration results for the patch-based mistration

method [7] with patch sizes 256 256 and 512 512.

Figure 8: Figure compares our results with the original (Wang and Chen §] 1
Round) and the regional version (Wang and Chen §] 2 Rounds) of the proposed

method by Wang and Chen B] for 5 consecutive slices.

Figure 9: The diagram shows an overview of the proposed algorithm for regional
registration of whole slide images. TheRemoving surrounding artifacts step removes
the extra stains and artifacts around the tissue. TheRough alignment of consecutive
tissue slidesstep roughly aligns the whole tissue in consecutive whole slide images
Finally, the ROl marked by the user is registered in consecutive kdes using a

multi-scale approach in the Registration of the user-de ned ROI step.

Figure 10: Figure shows the ROI in multiple resolutions (levels 0 to3 with level
0 referring to the highest resolution of the image slices) of two conseitive whole
slide images. The user de nes thdROI ? for the target image in its highest resolution
(19). The ROl in lower resolutions (ROI“*%) are de ned automatically. F, refers to
the best rigid transformation matrix found to align slice i +1 to slice i in resolution

level r of the slices.

matches for the ROIs in the previous and current slides, and hie selected 3 SIFT feature matches that resulted in
the best alignment of the 2 slides are also provided. Finallythe experimental results are presented supporting that

di erent ROI sizes around the blood vessels of interest outpit reasonable registration results.

Page 23 of 23



Figures

Torn tissue Compressed tissue

Figure 1

% JI[ NEQTPIW SJ XMWWYI HIJSVQMZM FIRS MIRWH B FGISRQYQEBYW -M R
QEOI VIKMWXVEXMSR SJ [LSPI WPMHI MQEKIW GLEPPIRKMRK



Original 3D Proposed Algorithm + Moles Lopez et al. [2014]

2D view of vessel Proposed Algorithm

reconstruction Moles Lopez et al. [2014] 2 Rounds

(]

Figure 2

*MVWX GSPYQR MR !KYVI WLS[WZEW W EZRW[ SLEXL[I¥PSBESWIR JS8R
GSPYQR WLS[W ( VIGSRWXVYGXMBIR SVl XLK M XVHE ZMWSR | BWI ( V
FPSSH ZIWWIPW EJXIV VIKMWXVERKSRMKW® RXLX TIVETSTSIW IEP K %/
OSTI" IX EP ? A ERH 1SPIW OSW"EM BRSPRAMRBIXYRMLMVH JSYVX
VIWTIGXMZIP]



Original 3D Proposed Algorithm + Moles Lopez et al. [2014
i ; Proposed Algorithm P oy LERAtAL | ]
reconstruction Moles Lopez et al. [2014] 2 Rounds

2D view of vessel

20

Figure 3

*MVWX GSPYQR MR ! KYVI WLS[WZEW W EZRW[ SLEXLI¥PSBSWIR JS8R
GSPYQR WLS[W ( VIGSRWXVYGXMBIR SVl XLK M XVHE ZMWSR | BWI ( V
FPSSH ZIWWIPW EJXIV VIKMWXVERKSRMKW® RXLX TIVETSTSIW IEP K %/
OSTI" IX EP ? A ERH 1SPIW OSTEVIXWER[RAMRESYIRHWVH JSYVXL
VIWTIGXMZIP]



1r —~ 0.96
0.8 i —-$— 0.70
8 0.6 - -® - 0.63
()
04 -—— 072
02 © 0.67
L ¢ 9 4§ % 0§ F N 6 & N @ 2 4 4 & | Correlation Coefficient
204 5 196 7 1016 3 121314178 2 9 151 1118
Blood vessel sample ID
-e- Moles Lopez et al. 1 Round —=— Proposed algorithm
—®- Moles Lopez et al. 2 Rounds ~@- Proposed alg + Moles Lopez et al.
Figure 4

*MKYVI GSQTEVIW VIKMWXVEXMSBWGIGYEMVEGHY WMIRKVRISWE JSI
VIKMWXVEXMSR 4VSTSWIH EPK XLIFRIWVKSMRERPX EFPIWASTIMMHIXLE

VIKMSREP ZIVWMSR 1SPIW 0ST2 XLIERIXLAH BSY&MMW OSTIN IX E
GSRWIGYXMZI WPMGIW

1] —— 0.88
0.8 -i= - 066
80.6- I = 9= 051
(]
04- i —-— 052
02 i ® - 033
e L Correlation Coefficient
106 186 169 8 137 4 122091417 3 2 1511181
Blood vessel sample ID
-@- Moles Lopez et al. 1 Round —— Proposed algorithm
—®— Moles Lopez et al. 2 Rounds @ Proposed alg + Moles Lopez et al.
Figure 5

*MKYVI GSQTEVIW XLI (MGl WMQMPIEWWX|IK6 SSEMIRXTV(STSWIH QI.
TVSTSWIH F] 1SPIW OSTI™ IX EPP MWGAVE BT PMIHXSRVEPYR BVSPY QI



0.96
—9— 0.86

@ - 087
_ —9— 085
® - 0.86

Correlation Coefficient

np

204 5 6 19131016 3 128 7 14172 9 15111 18
Blood vessel sample ID

-o- Balakrishnan et al. patch-size 512 —=—Proposed algorithm
—o— Balakrishnan et al. patch-size 256 —* Proposed alg + Molez Lopez et al.

Figure 6

*MKYVI GSQTEVIW XLI (MGl WMQMPIEWWX|IKSSEMLIRXTV(STSWIH QI.
TVSTSWIH QIXLSH JSPPS[IH F] RWIMNAHKNPWXVIESPMWR0 AMSTE EP ?WA
VIKMWXVEXMSR QIXLSH F] &EPHEXBWMWMRWX EERHA [MXL

e —— 0.99

Correlation Coefficient

I 1 1 1 1

1 1 1 1 L 1 L 1 | | ! 1

204 5 6 191310163 128 7 14172 9 15111 18
Blood vessel sample ID

-o- Balakrishnan et al. patch-size 512 —¢-Balakrishnan et al. patch-size 256

Figure 7

*MKYVI WLS[W XLI VIKMW XV E X MSERWYHMWIRXW J8EXMIR EAKGLSH ? /
\ ERH \



1T 1 = 0.96
0.8 1 == —@-— 079
9 0.6 e @ - 0.46
0 04f —9— 0.84
0.2 1 ) -@® - 0.56
— e e Correlation Coefficient
204 5 1986 7 10163 121314178 2 89 151 1118
Blood vessel sample ID
-e-Wang & Chen 1 Round —=— Proposed algorithm
—-Wang & Chen 2 Rounds o Proposed alg + Moles Lopez et al.
Figure 8

*MKYVI GSQTEVIW SYV VIWYPXWHERMKL XRI SY¥MKANRRMH ;ERK XLI V
;ERK ERH 'LIR ? A 6SYRHW SJ XIFI] TERKSEARH QIRL3H JSV GStF



Figure 9

8LI HMEKVEQ WLS[W ER SZIVZMI[ BXDQ UBVSMIEWMISREPKSEXMW XVE
MQEKIW 8LI 61IQSZMRK WYVVSYRBHNIRK X3V XMMG WX BEWMKR W \EIRH E\
XMWWYI 8LI 6SYKL EPMKRQIRX BMHKISRWKGT XX KK MWBPYM KR W X
GSRWIGYXMZI [LSPI WPMHI MQE IOIW FMRLBPYW IXIMVB3VIREWXIVIH
YWMRK E QYPXM WGEPI ETTVSEKILI MR/ IXLHBIRMWABEXXISR SJ



Figure YO |

*MKYVI WLS[W XLI 63- MR QYPXMTPI V[WEE YAKIFPR W IP 1Y VAWR K XM\BS
XLl MQEKI WPMGIW SJ X[S GSRWKGW XBIEZI YMSIRI WV PRIMI XILQ 63 - K
MR MXW LMKLIWX VIWSPYXMSRWSPW XMERW363MR PSNIIV EVI HV|RI
XS XLI FIWX VMKMH XVERWJSVRKRERMSERMGE W M X 3 SWRM G S EVR P\WM

SugplenenAryRiE V] *MP | W

LMW MW E PMWX SJ WYTTPIQIRXEWMW FFIWTBAMR 2 GNPESA B XBXHS[R

e 7TYTTPIQIRXEV]1EXIVMEP THJ



