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A STOCHASTIC ANALYSIS OF A SIQR EPIDEMIC MODEL WITH SHORT AND LONG-TERM PROPHYLAXIS

IDRISSE SEKKAK*, BOUCHRA R. NASRI*, BRUNO N. RÉMILLARD*, JUDE DZEVELA KONG, AND MOHAMED EL FATINI

ABSTRACT. This paper aims to incorporate a high order stochastic perturbation into a SIQR epidemic model with transient prophylaxis and lasting prophylaxis. The existence and uniqueness of the global positive solution is proven and a stochastic condition in order to study the extinction of an infectious disease is established. The existence of a stationary distribution for the stochastic epidemic model is investigated as well. Numerical simulations are conducted to support our theoretical results and an example of application with COVID-19 data from Canada is used to estimate the transmission rate and basic reproduction number while constructing a model fitting the data.

1. INTRODUCTION

Investigating infectious disease dynamics has relied heavily on mathematical modeling. Since the seminal work of Kermack and McKendrick (1927), researchers employed deterministic and stochastic mathematical models to describe the unexpected behaviors and the evolution/recurrence of an epidemic. Due to its realistic approach, stochastic differential equations (SDEs) are excellent for describing such phenomena.

In the literature, several stochastic epidemic models have been investigated such as Susceptible-Infected-Susceptible (SIS) (Wen et al., 2019), Susceptible-Infected-Removed (SIR) (Zhou et al., 2021a), Susceptible-Exposed-Infected-Removed (SEIR) (Jin and Lin, 2021), Susceptible-Infected-Removed-Susceptible (SIRS) (Lahrouz and Omari, 2013), and Susceptible-Infected-Removed-Infected (SIRI) (Zhou et al., 2022, El Fatini et al., 2018). Recent breakthroughs in SDEs allow us to include randomness into the description of biological events. Hence, numerous types of stochastic noise models have been introduced in epidemic modelling, including linear perturbations (Wen et al., 2019, Zhou et al., 2021a, Jin and Lin, 2021), Ornstein-Uhlenbeck processes (Wang et al., 2018, Cai et al., 2018) or incorporating jumps with Lévy noises (Berrhazi et al., 2017, Privault and Wang, 2021). Recently, a new kind of stochastic perturbation has been developed, wherein time of a presence of a high volatility, the trending of a compartment realize some bursts describing an unknown behavior change. In fact, Liu and Jiang (2017), Liu et al. (2020b), Rajasekar et al. (2022) incorporated a non-linear perturbation for high environmental effects on the population dynamics and the infectious disease behavior. Liu and Jiang (2017) applied Lyapunov function technique on a stochastic SIR with non-linear perturbation to establish sufficient conditions for the existence of a unique ergodic stationary distribution of the model and derived sufficient conditions for an extinction of the disease. Also, Liu et al. (2020a) investigated an epidemic model with relapse and media coverage with higher order. Moreover, they derived sufficient conditions for the existence and uniqueness of an ergodic stationary distribution of positive solutions to the dynamical system by establishing a suitable stochastic Lyapunov function. They also obtained adequate conditions for a wiping out of the infectious disease. In addition, to describe mathematically some different measures taken for managing an infectious disease epidemic, El Fatini et al. (2020) investigated a vaccination strategy in a stochastic epidemic models using a constant rate, where they established a stochastic
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threshold for the extinction and the existence of a stationary distribution for a persistent infectious disease with respect to delayed terms for the temporary immunity. Furthermore, several other works, e.g., Liu et al. (2018), Dai et al. (2022), Zhou et al. (2021b) studied other approaches to assess a vaccination strategy in a stochastic epidemic model, where they introduced a vaccinated compartment to explore the stochastic stability of the models. Moreover, some models, e.g., Liu et al. (2018) and El Fatini et al. (2019), incorporated a loss of immunity by a perturbed transmission rate driven by a white noise. Finally, Caraballo et al. (2020), Zhang and Liu (2021), Zhang et al. (2017) included a quarantine strategy into stochastic epidemic models and they investigated their stochastic stability for the free disease and endemic cases.

The main purpose of this article is to show the existence and uniqueness of the stochastic Susceptible-Infected-Quarantined-Removed (SIQR) model with non-linear perturbation and short and long terms prophylaxis. Also, we improved results on stochastic $R_0$ coefficients investigated by Liu and Jiang (2017) by including vaccination and non-pharmaceutical interventions (NPIs) and we support our theoretical results by numerical simulations and a case study using a real dataset.

The article is organized as follows: In Section 2, we describe the deterministic and stochastic epidemic models. In section 3, we present the main results for the stochastic model, i.e., the existence and uniqueness of the global positive solution (Section 3.1), and we find sufficient conditions for the extinction (Section 3.2) as well as for the existence of a stationary distribution for the persistence case of the infectious disease (Section 3.3). An example of application is presented in Section 4 using a case study of COVID-19 cases with the vaccination campaign in Canada, together with simulation results illustrating the long-term properties of our model using finite samples. Finally, in Section 5, we conclude with some research perspectives. The proof of all results are relegated to the Appendix.

2. Deterministic and stochastic models

Mathematical models such as El Fatini et al. (2020, 2019) included a vaccination policy to a SIQR epidemic model to discuss the impact of quarantine and vaccination policy into a compartmental model, where $S(t)$ describes the susceptible individuals, $I(t)$ denotes the infected compartment, $Q(t)$ denotes the quarantined individuals, and $R(t)$ is the recovered compartment, including vaccinated individuals.

Our proposed model aims to add a higher order environmental perturbation with a general incidence function and a mitigation function describing NPIs. More precisely, the deterministic epidemic model is described by the following system of differential equations:

\[
\begin{align*}
    dS &= [A - \beta M(t)S(t)f(I(t)) - \mu_1 S(t)]dt, \\
    dI &= [\beta M(t)S(t)f(I(t)) - \mu_2 I(t)]dt, \\
    dQ &= [\delta I(t) - \mu_3 Q(t)]dt, \\
    dR &= [\gamma_1 S(t) + \gamma_2 I(t) + \gamma_3 Q(t) - \mu_4 R(t)]dt,
\end{align*}
\]

where $A$ is the population recruitment rate, $\mu_1 = \mu + \gamma_1$, $\mu_2 = \mu + \delta + \alpha_2 + \gamma_2$, $\mu_3 = \mu + \alpha_3 + \gamma_3$, and $\mu_4 = \mu$, where $\mu$ is the natural death rate in the population, i.e., for all compartments, $\beta$ denotes the (unknown) transmission rate coefficient from susceptible to infected individuals, $\gamma_1$ denotes the vaccination rate of susceptible individuals, $\alpha_2$ is the recovery rate of the infected individuals, $\alpha_3$ represents the death rate for infected and quarantined individuals caused by infection complications, $\delta$ is the rate of infectious individuals who were quarantined, and $\gamma_3$ describes quarantined people who recovered from the infection. In case there is no quarantine, we set $\delta = Q_0 = 0$. In addition, the general incidence function $f$ (El Fatini et al., 2019, Lahrouz, 2015, Korobeinikov, 2007) is non-negative, twice continuously differentiable, $\varphi(x) = \frac{f(x)}{x}$ is non-increasing on $[0, \infty)$, with $f(0) = 0$, and $\varphi(0) = f'(0) = 1$. Hence, $\varphi(x) \leq \varphi(0) = 1$. These requirements are met by a number of well-known incidence rates, such as those indicating the effect of saturation (Capasso and Serio, 1978) on the infected individuals, where
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\[ I(t) \quad S(t) \quad R(t) \quad Q(t) \]

\[ \beta M(t) S(t) f(I(t)) \quad (\mu + \alpha_2) I(t) \quad (\mu + \alpha_3) Q(t) \]

\[ \delta I(t) \quad \gamma_2 I(t) \quad \gamma_3 Q(t) \]

\[ \gamma_1 S(t) \quad \mu R(t) \]

**Figure 1.** Diagram of the SIQR epidemic model.

\[ f(x) = \frac{x}{1 + r x} \], or non-monotone incidence functions (Xiao and Ruan, 2007) to describe the psychological effects, where \( f(x) = \frac{I}{1 + r x^2} \), and in case of \( r = 0 \), we get the mass-action form with bilinear interactions \( f(x) = x \). Since prophylaxis measures are not instantaneous and take time to be effective/implemented, the delayed effect must be taken into account. To this end, Betti et al. (2021) proposed to mitigate the effect of prophylaxis measures by using a function like \( M(t) = a + (1 - a)e^{-mt} \), where \( a \in (0, 1) \).

The asymptotic behavior of the deterministic system epidemic model (1) is determined by the reproduction number \( R_0 = \frac{\beta a A}{\mu_1 \mu_2} \). More precisely, we have the following result, proven in Appendix B.1.

**Proposition 2.1.** If \( R_0 < 1 \), \( x(t) = (S(t), I(t), Q(t), R(t)) \rightarrow (\bar{S}, \bar{I}, \bar{Q}, \bar{R}) \), as \( t \rightarrow \infty \), where \( \bar{S} = \frac{A}{\mu_1} \), \( \bar{I} = 0 = \bar{Q}, \bar{R} = \frac{\gamma_1 A}{\mu \mu_1} \), Otherwise, if \( R_0 \geq 1 \), and \( x(t) \rightarrow \bar{x} \), then \( \bar{Q} = \frac{\delta}{\mu_3} \bar{I}, \bar{R} = \frac{\gamma_1 \bar{S} + \gamma_2 \bar{I} + \gamma_3 \bar{Q}}{\mu} \), \( \bar{S} = \frac{A}{\mu_1} \frac{1}{R_0 \varphi(\bar{I})} \), where \( \bar{I} \) is the unique solution of \( f(\bar{I}) = \frac{A}{\mu_2} \left( \varphi(\bar{I}) - \frac{1}{R_0} \right) \). In particular, \( \bar{I} = 0 \) if \( R_0 = 1 \).
Remark 2.1. If \( H(x) = \varphi(x)\left(\frac{A}{\mu_2} - x\right) \), then \( H'(x) \leq -\varphi(x) \) for \( 0 \leq x \leq \frac{A}{\mu_2} \), so there is a unique solution of \( H(x) = \frac{A}{\mu_2 R_0} \) if \( R_0 \geq 1 \), since \( H(0) = \frac{A}{\mu_2} \).

Next, to introduce randomness in the model, let \( W_1, W_2, W_3, W_4 \) be independent Brownian motions starting at 0, defined on a complete probability space \((\Omega, \mathcal{F}, \mathbb{P})\) and assume that \( \sigma_{ij} \) represent volatility parameters, \( i \in \{1, 2, 3, 4\}, j \in \{1, 2\} \), and constant rates \( \mu_i \) are replaced by the stochastic terms

\[
d\hat{\mu}_i(t) = \mu_i dt - [\sigma_{i1} + \sigma_{i2} X_i(t)]dW_i(t),
\]

with \( i \in \{1, 2, 3, 4\} \) and \( X(t) = (X_1(t), X_2(t), X_3(t), X_4(t))^\top = (S(t), I(t), Q(t), R(t))^\top \). More precisely, our proposed stochastic model is given by the following system of SDEs:

\[
\begin{align*}
    dS &= [A - \beta M(t)S(t)]dt + S(t)\sigma_{12} dW_1(t), \\
    dI &= [\beta M(t)S(t)]dt - \mu_1 I(t)dt + I(t)\sigma_{21} dW_2(t), \\
    dQ &= [\beta M(t)S(t)]dt - \mu_3 Q(t)dt + Q(t)\sigma_{31} dW_3(t), \\
    dR &= [\mu S(t) + \gamma_2 I(t) + \gamma_3 Q(t) - \mu R(t)]dt + R(t)\sigma_{41} + \sigma_{42} R(t) dW_4(t).
\end{align*}
\]

A particular case of this stochastic model was investigated by Liu and Jiang (2017), where \( p = 0, M = 1 \) and \( f(x) = x \), without a quarantine compartment \( Q \).

3. Main theoretical results

Throughout this section, we will consider the three compartments \( S(t), I(t) \) and \( Q(t) \) to study the behavior of the system of SDEs, since \( R(t) \) does not appear in the first three equations defining \( S, I, Q \). Consequently, following (2), an investigation of compartments \( S, I, Q \) yields a solution for \( R \).

3.1. Existence and uniqueness of the global positive solution. In what follows, we first show that the solution of system (2) is global (i.e., without explosion in finite time) and non-negative. In Øksendal (2003), it is shown that a system of SDEs has a unique global solution for any given initial value, if the coefficients are Lipschitz and satisfy linear growth conditions. However, in practice, these conditions are too restrictive. Therefore, in (Mao, 2008, Theorem 3.5), the discontinuous functions are included in a stochastic differential equation by verifying the local Lipschitz condition and monotonicity conditions. Fulfilling the Has’minskii condition (Khasminskii, 2012) with a Lyapunov-like function, we get a sufficient condition for the existence and uniqueness. In fact, using the Lyapunov analysis method (Mao, 2008), it is simple to show that the solution of (2) is positive and global. The proof of the following result is given in Appendix B.2.

**Theorem 3.1.** For any initial value \((S_0, I_0, Q_0) \in \mathbb{R}^3_+\), there is a unique solution \((S(t), I(t), Q(t)) \in \mathbb{R}^3_+\) of the stochastic system (2) on \( t \geq 0 \) and the solution will remain in \( \mathbb{R}^3_+ \) with probability one.

**Remark 3.1.** Note that our result holds also in the deterministic case (Ma et al., 2018), i.e., \( \sigma_{k1} = \sigma_{k2} = 0, k \in \{1, 2, 3\} \), as well as in the stochastic case \( \sigma_{k2} = 0, k \in \{1, 2, 3\} \).

We recall from Miyahara (1972), the definition of a stochastic ultimately bounded process.

**Definition 1.** A process \( Z \) is said to be ultimately bounded if there exists a constant \( K \) such that for any \((t, z) \in [0, \infty) \times \mathbb{R}^d \) the following inequality holds:

\[
\limsup_{s \to \infty} E_{t, z}[|Z(s)|] \leq K,
\]

under the initial condition \( Z(t) = z \).

The proofs of the following theorem and its corollary are given in Appendices B.3–B.4.
Theorem 3.2. Let \((S(t), I(t), Q(t))\) be the solution of the (reduced) stochastic system (2) with initial value \((S_0, I_0, Q_0) \in \mathbb{R}^3_+\), and set \(T(t) = S(t) + I(t) + Q(t)\). Then, for any \(t \geq 0\),

\[
E[T(t)] \leq T(0)e^{-\mu t} + \frac{A}{\mu + \rho}(1 - e^{-\mu t}),
\]

where \(\mu = \min(\mu_1, \mu_2, \mu_3)\). Moreover, \(T(t)\) is stochastically ultimately bounded.

The last inequality for \(E[T(t)]\) implies that the sequence \(T(n)\) is tight and as a result, there exists a subsequence \(n_k\) so that \(T(n_k)\) converges in law.

Corollary 3.3. For any initial value \((S_0, I_0, Q_0, R_0) \in \mathbb{R}^4_+ \times [0, \infty)\), there is a unique solution \((S, I, Q, R) \in \mathbb{R}^4_+ \times [0, \infty)\) of the stochastic system (2) on \(t \geq 0\) and the solution will remain in \(\mathbb{R}^4_+ \times [0, \infty)\) with probability one.

3.2. Extinction of the disease. The extinction of infectious disease refers to the full and permanent lowering to zero of infected cases through deliberate efforts. In what follows, we investigate conditions to eliminate in a region or eradicate globally an infectious disease according to the stochastic system (2). To this end, set \(B = \frac{2A\sigma_{12} + \mu_1\sigma_{11}}{\sigma_{11}^2}\), and define

\[
g(y) = \frac{B}{\sigma_{11}} \ln \left(\frac{\sigma_{11} + \sigma_{12}y}{y}\right) - \frac{A}{\sigma_{11}y(\sigma_{11} + \sigma_{12}y)} + \frac{B}{(\sigma_{11} + \sigma_{12}y)}, \quad y > 0.
\]

Further set \(f(y) = \frac{e^{\mu y}}{(\sigma_{11} + \sigma_{12}y)^2}\) and \(\pi(y) = f(y)/C\), so that \(\pi\) is a density. We are now in a position to state the extinction result, whose proof is given in Appendix B.5.

Theorem 3.4. Let \((S(t), I(t), Q(t))\) be the solution of system (2) with any initial value \((S_0, I_0, Q_0) \in \mathbb{R}^3_+\). If \(\tilde{R}_0^* = \frac{\beta A}{\mu_1 \left(\mu_2 + \frac{\sigma_{21}^2}{2}\right)} = \mathcal{R}_0 \left(\frac{\mu_2}{\mu_2 + \frac{\sigma_{21}^2}{2}}\right) < 1\), then, with probability one,

\[
\lim_{t \to +\infty} I(t) = 0, \quad \text{and} \quad \int_0^\infty I(s)ds < \infty,
\]

and \(\int_0^\infty y\pi(y)dy = \frac{A}{\mu_1}\).

Remark 3.2. Note that because of randomness, one can have extinction in the stochastic system while there is not extinction in the deterministic system, because one can have \(\mathcal{R}_0 > 1 > \tilde{R}_0^*\), since \(\frac{\mu_2}{\mu_2 + \frac{\sigma_{21}^2}{2}} < 1\) when \(\sigma_{21} > 0\).

3.3. The existence of a stationary distribution. Persistent infectious diseases are identified as those in which the epidemic is not extinguished and remains in a population. For this matter, we investigate in this section sufficient conditions for the existence of a stationary distribution, under the assumption that \(M(t) = a\) for all \(t \geq 0\). To this end, for \(\alpha \in [0, 1)\), set \(A_1(\alpha) = \mu_1 + \frac{\sigma_{12}^2}{2} + \frac{A\sigma_{12}}{(1 - \alpha)\sigma_{11}} + \sqrt{\frac{2A\sigma_{11}\sigma_{12}}{(1 - \alpha)^2}}\), and define

\[
\tilde{R}_0^*(\alpha) = \frac{\beta A}{\mu_1 \alpha} + \frac{\sigma_{11}^2}{2} A_1(\alpha) = \tilde{R}_0^* \left(\frac{\mu_1}{A_1(\alpha)}\right) \leq \tilde{R}_0^*.
\]

Note that in particular, if \(\sigma_{12} = 0\), then \(A_1(\alpha) \equiv A_1 = \mu_1 + \frac{\sigma_{11}^2}{2}\). The proof of the following result is given in Appendix B.6. It extends and improve Theorem 2.1 in Liu and Jiang (2017), where, in their
In order to calculate the standard historical volatility where we look back over the historical data, we calculate the quadratic cost

$$\min_{\theta} \left( \frac{1}{2} y_t^T \Sigma^{-1} y_t + \frac{1}{2} \theta^T \sigma_{	heta}^2 \right),$$

where \( \theta \) is a vector of parameters. To this end, we consider the predicted epidemic model \( \bar{y}(\theta) \) defined by

$$\bar{y}_t(\theta) = \bar{y}_{t-1} + h \left[ \begin{array}{c} A - \mu_1 \bar{S}_{t-1} + \beta M(t-1) \bar{S}_{t-1} \bar{I}_{t-1} \\ I_{t-1} + \beta M(t-1) \bar{S}_{t-1} \bar{I}_{t-1} - \mu_2 \bar{I}_{t-1} \\ \bar{R}_{t-1} + \gamma_1 \bar{S}_{t-1} + \gamma_2 \bar{I}_{t-1} - \mu \bar{R}_{t-1} \end{array} \right],$$

where \( \bar{y}_0(\theta) = y_0 \) as an initial condition at time 0. Using this Euler method to approximate the solution, we calculate the quadratic cost

$$J_T(\theta) \triangleq \frac{1}{2} \sum_{t=0}^{T-1} \| y_t - \bar{y}_t(\theta) \|^2.$$

Minimizing the quadratic cost \( J \) yields the non-linear least square estimator \( \hat{\theta} \), where

$$\hat{\theta} = \arg\min_{\theta \in \Theta} J_T(\theta).$$

In order to calculate the standard historical volatility where we look back over the historical data dynamics of the COVID-19 in Canada, we calculate \( u_t \) defined as

$$u_t = \log \left( \frac{X_t}{X_{t-1}} \right),$$

with \( X_t = (S_t, I_t, Q_t, R_t) \).

Doing so, we obtain the volatilities

$$\sigma_{i1} = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (u_{i1} - \bar{u}_1)^2}, \quad i \in \{1, 2, 3, 4\},$$
Table 1. Table of parameter values in Canada for data from April 1st 2021 until May 31st 2021.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Epidemic meanings</th>
<th>Value</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>The recruitment rate of the population</td>
<td>11398</td>
<td>Deduced</td>
</tr>
<tr>
<td>$\mu$</td>
<td>The natural death rate</td>
<td>$2.17e \times 5$</td>
<td>Knoema</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Transmission rate</td>
<td>$2.96 \times 10^{-8}$</td>
<td>Fitted</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>Death rate of COVID-19 in infected cases</td>
<td>0.011</td>
<td>Deduced from the data</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>Vaccination rate</td>
<td>0.0003</td>
<td>Assumed from the data</td>
</tr>
<tr>
<td>$\gamma_2$</td>
<td>Recovered quarantined individuals rate</td>
<td>0.9890</td>
<td>Deduced</td>
</tr>
<tr>
<td>$\sigma_{11}$</td>
<td>Volatility of susceptible population</td>
<td>$3.59 \times 10^{-3}$</td>
<td>Fitted</td>
</tr>
<tr>
<td>$\sigma_{21}$</td>
<td>Volatility of quarantined population</td>
<td>$3.75 \times 10^{-2}$</td>
<td>Fitted</td>
</tr>
<tr>
<td>$\sigma_{41}$</td>
<td>Volatility of recovered population</td>
<td>$1.56 \times 10^{-2}$</td>
<td>Fitted</td>
</tr>
<tr>
<td>$R_0$</td>
<td>Basic reproduction rate</td>
<td>1.0489</td>
<td>Fitted</td>
</tr>
<tr>
<td>$R_0^s$</td>
<td>Stochastic reproduction rate</td>
<td>1.0276</td>
<td>Fitted</td>
</tr>
</tbody>
</table>

with $\bar{u} = \frac{1}{n} \sum_{t=1}^{n} u_t$. Table 1 shows the estimated parameters derived from fitting the studied models to the provided cumulative case data for Canada from April 1, 2021 to May 30, 2021. The predicted $R_0 = 1.0276$ is, as expected, greater than 1, which means the disease will persist despite the vaccination deployment. In Figure 2, we used the estimated parameter $\beta$ and the parameters deduced from the data to illustrate the patterns of the susceptible ($S$), infected ($I$), and recovered individuals ($R$). However, since this period represents the beginning of the vaccination policy the number of fully vaccinated population increased exponentially, which explains the alteration in the predicted pattern of susceptible and recovered compartments from the fitted data. This period illustrates high volatility since the SARS-CoV-2 B.1.617.2 Delta variant was discovered in Canada in early April in British Columbia. For this matter, we incorporate in Figure 3 a stochastic trajectory and higher order perturbation into the fitted deterministic trajectory from 60 days to predict the following 20 days including $M(t) = a + (1 - a)e^{-mt}$, with $a = 0.95$ and $m = 0.5$ to describe NPIs. In Figure 4, we conducted 50 simulations to illustrate the probability density function of the infected population for the studied model. Therefore, the occurrence of infected cases in the population follows a stationary distribution and since $R_0 > 1$, the COVID-19 persists in the Canadian population regardless of the employment of the vaccine strategy.

4.2. Vaccine deployment and quarantine policy. We recognize that there are many barriers to deploy a vaccination strategy because of human hesitancy and refusal towards different factors such as a mistrust of government and other institutions, conspiracy theories and quick process to test the vaccine. The major goal of the quarantine policy is to isolate the number of infected persons in the population in order to reduce interaction, resulting in a flattening of the spread curve, which leads to avoid a bigger pandemic wave. In Figure 5, we establish a quarantine strategy for 1 per cent of the daily infected population. A combination of a vaccination and quarantine policies with this rate will flatten the curve by reducing the probability of a contact between a susceptible and an infected individuals, and controlling the size of the infected population. The basic reproduction number value is 1.0478 with respect to a quarantine rate $\delta = 0.01$, $\alpha_3 = \alpha_2$ and $\gamma_3 = \gamma_2$. However, a significant proportion of the infected population shows no symptoms Long et al. (2020), and tracking accurately the infected individuals is not an easy task. Figure 6 shows a simulation the impact of doubling the vaccination rate to $\gamma_1 = 0.0006$, and relaxing the quarantine measure $\delta = 0.001$. Therefore, the susceptible population decrease leading to a low probability of contact with infected individuals and it prevents also a possible
pandemic wave for the Canadian population, which it can lead even to an extinction of the disease as $R_0 = 0.5421$ in absence of a new mutated variant of COVID-19 in the future.

5. Discussion and concluding remarks

The objective of this research was to investigate a stochastic SIQR epidemic model driven by a non-linear perturbation with a short-term prophylaxis, such as social distancing and wearing masks, long-term prophylaxis like vaccination, and a general incidence function. The corresponding dynamical system was analyzed according to derived stochastic parameters to determine the extinction and the persistence of the infectious disease. This allowed us to explore Canadian data for COVID-19 cases from 1st April to 31th May in order to predict the trend of the pandemic in the following 20 days. Using least squares approach, we fitted the stochastic model and estimated the transmission rate and the basic reproduction numbers $R_0$ and $R_s^0$. We illustrated different scenarios to explore the utility of the combination of different strategies preventing and controlling the spread of the disease. Besides, Canada records above 50 percent of the maximum amount of moisture the air can hold, namely a high level of humidity percentage. For this matter, we explored a non-linear perturbation to describe the bursts in the infectious disease trending for the Canadian population in the spring season. Furthermore, it is important to note that the method proposed in this paper can be used to investigate other epidemic models, such as the SIHR model (Jiao and Huang, 2020). For future perspectives, it is intriguing to incorporate colored noise into the stochastic epidemic model (2), such as a continuous-time Markov chain. The motivation is that population dynamics may be affected by sudden environmental changes, such as temperature, humidity and so on. When switching between environments is quite often memoryless, the
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Figure 3. Realistic, deterministic, stochastic and higher order stochastic trajectories to predict the next 20 days.

sudden-environmental changes can be modeled by a continuous-time Markov chain (Boukanjime et al., 2020).

APPENDIX A. AUXILIARY RESULTS AND NOTATIONS

Suppose that \( Z = (Z_1, \ldots, Z_d) \) satisfies the following system of SDEs:

\[
dZ_j(t) = b_j(t, Z(t))dt + \sum_{k=1}^{d} \sigma_{jk}(t, Z(t))dW_k(t), \quad j \in \{1, \ldots, d\},
\]

where a function \( b(t, z) = (b_1(t, z), \ldots, b_d(t, z))^\top \) defined for \( (t, z) \in [t_0, \infty) \times \mathbb{R}^d \), and the matrix function \( \sigma(t, z) \) is a \( d \times d \) matrix, \( b \) and \( \sigma \) are locally Lipschitz, and \( W = (W_1, \ldots, W_d)^\top \) is a \( d \)-dimensional Wiener process. Let \( \hat{S}_h = \{z \in \mathbb{R}^d : |z| < h \} \). The differential operator \( \mathcal{L} \) associated with the law of the process \( Z \), and acting on a function \( \mathcal{V} \in C^{1,2}(\mathbb{R}_+ \times \hat{S}_h; \mathbb{R}_+) \), is defined by

\[
\mathcal{L} \mathcal{V}(t, z) = \mathcal{V}_t(t, z) + b(t, z)^\top \mathcal{V}_z(t, z) + \frac{1}{2} \sum_{j=1}^{d} \sum_{k=1}^{d} \tilde{a}_{jk}(t, z)(\mathcal{V}_{zz}(z, t))_{jk},
\]

where \( \tilde{a} = \sigma \sigma^\top \), and

\[
\mathcal{V}_t = \frac{\partial \mathcal{V}}{\partial t}, \quad \mathcal{V}_z = \left( \frac{\partial \mathcal{V}}{\partial z_1}, \frac{\partial \mathcal{V}}{\partial z_2}, \ldots, \frac{\partial \mathcal{V}}{\partial z_d} \right)^\top, \quad \mathcal{V}_{zz} = \left( \frac{\partial^2 \mathcal{V}}{\partial z_i \partial z_j} \right)_{d \times d}.
\]

Applying Itô’s formula, and assuming \( z(t) \in \hat{S}_h \), for all \( 0 \leq t \), we get

\[
d\mathcal{V}(t, z(t)) = \mathcal{L} \mathcal{V}(t, z(t))dt + \mathcal{V}_z(t, z(t))\sigma(t, z(t))dW(t).
\]
Next, let $X(t)$ be a homogeneous Markov process in $E_d \subset \mathbb{R}^d$ described by the stochastic differential equation

$$dX(t) = b(X(t))dt + \sum_{r=1}^{k} g_r(X(t))dB_r(t).$$

Set $a(x) = \sum_{r=1}^{k} g_r(x)g_r^T(x)$. The following result corresponds to Theorem 4.1 in Khasminskii (2012).

**Lemma A.1.** Suppose there exists a bounded open domain $U \subset E_d$ with regular boundary $\Gamma$ having the following properties:

(C1) In the domain $U$ and some neighborhood thereof, the smallest eigenvalue of the diffusion matrix $a(x)$ is bounded away from zero.

(C2) If $x \in E_d \setminus U$, the mean time $\tau$ at which a path issuing from $x$ reaches the set $U$ is finite, and $\sup_{x \in K} E^x \tau < \infty$ for every compact subset $K \subset E_d$.

Then there exists a stationary probability measure $\pi$ for $X$ so that

$$\mathbb{P}_x \left\{ \lim_{T \to \infty} \frac{1}{T} \int_0^T f(X(t))dt = \int_{E_d} f(x)\pi(dx) \right\} = 1$$

for all $x \in E_d$, for any $f \in L_1(\pi)$.

**Remark A.1.** In Zhu and Yin (2007), to fulfill the Conditions (C1) and (C2), it suffices to show that there exists a bounded domain $U$ with regular boundary and a non-negative $C^2$-function $V$ such that $a(x)$ is uniformly elliptical in $U$ and for any $x \in E_d \setminus U$, $LV(x) \leq -c$ for some $c > 0$. 

![Figure 4. The histogram of the probability density function of the infected population of the stochastic model without quarantine.](image)
Appendix B. Proofs of the main results

B.1. Proof of Proposition 2.1. Recall that $R_0 = \frac{\beta a A}{\mu_1 \mu_2}$ and set $Y'(t) = A - \mu_1 Y(t)$, with $Y(0) = S(0)$. Then $S(t) \leq Y(t)$ and $Y(t) \to \frac{A}{\mu_1}$. It follows that

$$\log I(t) \leq \frac{\log I(t_0)}{t} + \frac{\beta}{t} \int_{t_0}^{t} M(u)S(u)du - \mu_2(1-t_0/t) \leq \frac{(t-t_0)}{t} \beta \sup_{u \geq t_0} M(u)Y(u) - \mu_2(1-t_0/t)$$

$$\to \beta a \frac{A}{\mu_1} - \mu_2(1 - R_0), \quad \text{as } t \to \infty.$$ 

As a result, if $R_0 < 1$, then $I(t) \to 0$ exponentially fast as $t \to \infty$. Also it is easy to check that $S(t) + I(t) + Q(t) + R(t)$ is bounded, so there is at one subsequence $t_n$ so that $x(t_n) = (S(T_n), I(T_n), Q(t_n), R(t_n))$ converges. So suppose that there is a limit point $\bar{x} = (\bar{S}, \bar{I}, \bar{Q}, \bar{R})$ of $x(t)$, and take $t_0$ large enough. It follows that

$$0 = \lim_{t \to \infty} \frac{x(t)}{t} = \lim_{t \to \infty} \frac{x(t_0)}{t} + \lim_{t \to \infty} \frac{1}{t} \int_{t_0}^{t} h(u, x(u))du = h(\infty, \bar{x}).$$

As a result, $A = \mu_1 \bar{S} + \beta a \bar{S} f(\bar{I})$, $0 = \bar{I}(\beta a \bar{S} \varphi(\bar{I}) - \mu_2)$, $\mu_3 \bar{Q} = \delta \bar{I}$, and $\mu \bar{R} = \gamma_1 \bar{S} + \gamma_2 \bar{I} + \gamma_3 \bar{Q}$. The only possible solutions for $(\bar{S}, \bar{I})$ are $\bar{I} = 0$, $\bar{S} = \frac{A}{\mu_1}$, and $\bar{S} = \frac{A}{\mu_1 \varphi(\bar{I})}$, $f(\bar{I}) = \frac{\beta a}{\mu_2} \left( \varphi(\bar{I}) - \frac{1}{R_0} \right)$. Hence $\bar{I} > 0$ implies $R_0 > 1$, since $1 - \frac{1}{R_0} \geq \varphi(\bar{I}) - \frac{1}{R_0} > 0$. If $R_0 = 1$ then $\bar{I} = 0$. It only remains to prove that if
\( R_0 > 1 \) implies \( \bar{I} > 0 \). So suppose that \( \bar{I} = 0 \) and \( R_0 > 1 \). It follows that \( \bar{S} = \frac{A}{\mu_1} \). Next,

\[
\log I(t) - \log I(t_0) = \beta a \int_{t_0}^t \left( \frac{M(u)}{a} \varphi(I(u)) S(u) - \frac{A}{\mu_1 R_0} \right) du.
\]

As a result, \( \frac{M(u)}{a} \varphi(I(u)) S(u) - \frac{A}{\mu_1 R_0} \to c = \frac{A}{\mu_1} \left( 1 - \frac{1}{R_0} \right) > 0 \). If \( 0 < c_1 < c \), then for \( u \geq t_0 \), (7) implies that \( \log I(t) - \log I(t_0) > c_1 (t-t_0) \), proving that \( \lim \inf_{t \to \infty} \frac{\log I(t)}{t} \geq c_1 \), which is a contradiction. Hence, \( R_0 > 1 \) implies \( \bar{I} > 0 \). This completes the proof. □

B.2. Proof of Theorem 3.1.

Proof. As stated before, the stochastic epidemic model (2) has locally Lipschitz coefficients, which fulfils the first assumption. Therefore, for any initial value \((S_0, I_0, Q_0) \in \mathbb{R}_+^3\), there exists a unique local solution \((S_t, I_t, Q_t) \in \mathbb{R}_+^3\) on \( t \in [0, \tau_e) \), where \( \tau_e \) defines the explosion time. Hence, we aim to show the global positiveness of the solution by proving that \( \tau_e = \infty \) a.s. To this end, consider \( k_0 > 0 \) to be large enough so that \( S(0), I(0) \) and \( Q(0) \) belong to the interval \( \left[ \frac{1}{k_0}, k_0 \right] \), and consider the following stopping...
time for each integer \( k \geq k_0 \):

\[
\tau_k = \inf \left\{ t \in [0, \tau_e) : (S(t), I(t), Q(t)) \notin \left( \frac{1}{k}, k \right)^3 \right\}.
\]

Then \( \tau_k \) is increasing as \( k \uparrow \infty \). Set \( \tau_\infty = \lim_{k \to \infty} \tau_k \). Therefore, \( \tau_\infty \leq \tau_e \) a.s. Proving that \( \tau_\infty = \infty \) entails that \( \tau_e = \infty \) and \( (S(t), I(t), Q(t)) \in \mathbb{R}^3_+ \) a.s. Define the \( C^2 \)-function \( V : \mathbb{R}^3_+ \) by

\[
V = V_1 + a_4 V_2,
\]

where

\[
V_1(S, I, Q) = S - a_1 - a_1 \log(S/a_1) + I - 1 - \log I + a_2(Q - 1 - \log Q),
\]

and

\[
V_2(S, I, Q) = a_3(1 + S)^{\theta} + a_4 I^{\theta} + a_5(1 + Q)^{\theta},
\]

with \( 0 < \theta < 1, a_1, a_2 > 0 \) and \( a_3, a_4, a_5 \geq 0 \). Then, if \( (S, I, Q) \in \left( \frac{1}{k}, k \right)^3 \), we have

\[
\mathcal{L}_k V_1 = \left( 1 - \frac{a_1}{S} \right) (A - \mu_1 S - \beta M(t)Sf(I)) + \frac{(\sigma_{11} + \sigma_{12} S)^2}{2} + \frac{(\sigma_{21} + \sigma_{22} I)^2}{2} + a_2 \left( 1 - \frac{1}{Q} \right) I - \mu_3 Q) + a_3 \left( \sigma_{31} + \sigma_{32} Q \right)^2
\]

\[
\leq a_1 A + a_1 \mu_1 + \mu_2 + a_2 \mu_3 + (a_1 \beta + a_2 \delta - \mu_2) I + \frac{a_1 \left( \sigma_{11}^2 + \sigma_{12}^2 S^2 \right) + \left( \sigma_{21}^2 + \sigma_{22}^2 I^2 \right) + a_2 \left( \sigma_{31}^2 + \sigma_{32}^2 Q^2 \right)}{2},
\]

since \( \frac{f(I)}{I} \leq 1 \). Choosing \( a_1, a_2 \) small enough so that \( a_1 \beta + a_2 \delta - \mu_2 < 0 \), on gets

\[
\mathcal{L}_k V_1 \leq K_1 + a_1 \sigma_{12}^2 S^2 + a_2 \sigma_{22}^2 I^2 + a_2 \sigma_{32}^2 Q^2,
\]

where \( K_1 = a_1 A + a_1 \mu_1 + \mu_2 + a_2 \mu_3 + a_3 \sigma_{11}^2 + \sigma_{21}^2 + a_2 \sigma_{31}^2 \). Next, for \( k \in \{1, 2, 3\} \), take \( a_{k+2} = 0 \) if \( \sigma_{k, 2} = 0 \), and take \( a_{k+2} = 1 \) otherwise. Then,

\[
\mathcal{L}_k V_2 = a_3 \theta(1 + S)^{\theta-1} (A - \mu_1 S - \beta M(t)Sf(I)) + \frac{a_3 \theta(\theta - 1)}{2} (1 + S)^{\theta-2} S^2 (\sigma_{11} + \sigma_{12} S)^2 + a_4 \theta I^{\theta-1} (\beta M(t)Sf(I) - \mu_2 I) + \frac{a_4 \theta(\theta - 1)}{2} I^0 (\sigma_{21} + \sigma_{22} I)^2 + a_5 \theta (1 + Q)^{\theta-1} (\delta I - \mu_3 Q) + \frac{a_5 \theta(\theta - 1)}{2} (1 + Q)^{\theta-2} (\sigma_{21} + \sigma_{22} Q)^2
\]

\[
\leq a_3 \theta A + a_4 \theta \beta S^{-1} + a_5 \delta I - \frac{a_3 \theta(\theta - 1)}{2} S_{12}^2 S^4 (1 + S)^{\theta-2} - \frac{a_4 \theta(\theta - 1)}{2} S_{22}^2 I^{\theta+2} - \frac{a_5 \theta(\theta - 1)}{2} S_{32}^2 Q^4 (1 + Q)^{\theta-2} \leq K_2.
\]

Therefore, combining (9) and (10), we obtain

\[
\mathcal{L}_k V \leq K = K_1 + K_2.
\]
Set $Z(t) = V(S(t), I(t), Q(t))$. Using (11) and integrating (5) from 0 to $\tau \land T$, we get

$$Z(\tau \land T) \leq Z(0) + K(\tau \land T) + \int_0^{\tau \land T} S(u) - a_1 + a_3 \frac{\theta S(u)}{(1 + S(u))^{1-\theta}} (\sigma_{11} + \sigma_{12} S(u)) dW_1(u) + \int_0^{\tau \land T} I(u) - 1 + a_4 \frac{\theta I(u)}{I(u)^{1-\theta}} (\sigma_{21} + \sigma_{22} I(u)) dW_2(u) + \int_0^{\tau \land T} a_2 Q(u) - a_2 + a_5 \frac{\theta Q(u)}{(1 + Q(u))^{1-\theta}} (\sigma_{31} + \sigma_{32} Q(u)) dW_2(u).$$

Taking expectations of both sides of (12), we obtain

$$\mathbb{E}Z(\tau \land T) \leq Z(0) + KT.$$  

Next, on $\{\tau_k \leq T\}$, it follows that $V(S(\tau_k), I(\tau_k), Q(\tau_k)) \geq \theta_k = \theta_{k1} \land \theta_{k2}$, where

$$\theta_{k1} = (k - a_1 + a_1 \log a_1 - a_1 \log k) \land \left(\frac{1}{k} - a_1 + a_1 \log a_1 + a_1 \log k\right)$$

and

$$\theta_{k2} = (a_2 \land 1)(k - 1 - \log k) \land \left(\frac{1}{k} - 1 + \log k\right).$$

As a result, one gets from (13) that

$$Z(0) + KT \geq \mathbb{E}[\tau_k \land T V(S(\tau_k), I(\tau_k), Q(\tau_k))] \geq \theta_k P(\tau_k \leq T),$$

since $V \geq V_1$. Hence,

$$\frac{Z(0) + KT}{\theta_k} \geq P(\tau_k \leq T).$$

Letting $k \to \infty$ in (15) yields $P(\tau_\infty \leq T) = 0$ for any $T > 0$. This completes the proof. \hfill \(\Box\)

**B.3. Proof of Theorem 3.2.**

**Proof.** It follows that $T(t) = At - \mu t + \int_0^t T(s) ds - \int_0^t U(s) ds + N(t)$, where $N(t)$ is a local martingale such that

$$N(t) = \int_0^t S(t)(\sigma_{11} + \sigma_{12} S(t)) dW_1(t) + \int_0^t I(t)(\sigma_{21} + \sigma_{22} I(t)) dW_2(t) + \int_0^t Q(t)(\sigma_{31} + \sigma_{32} I(t)) dW_3(t)$$

and $U(t) = \gamma_1 S(t) + (\alpha_2 + \gamma_2) I(t) + (\alpha_3 + \gamma_3) Q(t) - \rho T(t) \geq 0$. As a result,

$$e^{\mu t} T(t) = T(0) + e^{\mu t} - 1 - \int_0^t e^{\mu t} U(s) ds + \int_0^t e^{\mu s} dN(s).$$

For any stopping time $\tau$,

$$\mathbb{E} \left[ e^{\mu (\tau \land t)} T((\tau \land t)) \right] \leq T(0) + A \mathbb{E} \left[ e^{\mu (\tau \land t)} - 1 \right].$$

Taking $\tau_k$ as in Theorem 3.1, letting $k \to \infty$, and then multiplying both sides by $e^{-\mu t}$, we get

$$\mathbb{E} [T(t)] \leq T(0) e^{-\mu t} + \frac{A}{\mu + \rho} \left(1 - e^{-\mu t}\right).$$

The latter is bounded in $t$ since the right-hand side tends to $\frac{A}{\mu + \rho}$ as $t \to \infty$. Hence, according to the Definition 1, the process $T(t)$ is stochastically ultimately bounded. \hfill \(\Box\)

**B.4. Proof of Corollary 3.3.**
Proof. It follows from Theorem 3.1 that the solution for the first three components $S, I, Q$ exists. Then, setting $\tilde{T}(t) = pS(t) + \gamma_1 I(t) + \gamma_3 Q(t)$, one needs to prove that the solution of
\[ dR = [\tilde{T}(t) - \mu R(t)] dt + R(t)[\sigma_{41} + \sigma_{42} R(t)] dW_4(t) \]
equals non-negative. Setting $V(r) = r + 1 - \log r + (1 + r)^\theta$, with $\theta \in (0, 1)$, it follows from the proof of Theorem 3.1 that $L_t V(r) \leq (1 + \theta) \tilde{T}_t + K$, for some $K \geq 0$. Setting $\tau_n = \inf \{ t > 0; R(t) \notin \left[ \frac{1}{n}, n \right] \}$, one gets that for any $t \geq 0$,
\[ \int_0^t \mathbb{E}[\tilde{T}(s)] ds \geq \mathbb{E} \left[ Kt \wedge \tau_n + \int_0^{t \wedge \tau_n} \tilde{T}(s) ds \right] \geq \eta_n P(\tau_n \leq t). \]
By Theorem 3.2, $\mathbb{E}[\tilde{T}(s)] \leq \max(p, \gamma_2, \gamma_3) \mathbb{E}[T(s)]$ is bounded so $P(\tau_\infty \leq t) = 0$ for any $t \geq 0$. Finally, if $R(0) = 0$, then with probability 1, $R(t) \geq 0$ for $t$ small enough because $\int_0^t \tilde{T}(s) ds$ is strictly increasing, so thereafter $P(R(t) > 0) = 1$. This completes the proof. \hfill \square

B.5. Proof of Theorem 3.4.

Proof. Let $Y$ be the solution of
\[ dY(t) = [A - \mu_1 Y(t)] dt + Y(t)[\sigma_{11} + \sigma_{12} Y(t)] dW_1(t), \]
with the initial value $Y(0) = S(0) > 0$. Further let $b(y) = A - \mu_1 y$, $\sigma(y) = y(\sigma_{11} + \sigma_{12} y)$, for $y \in (0, +\infty)$. For any $x_0 > 0$,
\[ \int_{x_0}^{y} \frac{b(z)}{\sigma^2(z)} dz = \int_{x_0}^{y} \left( \frac{A}{z^2(\sigma_{11} + \sigma_{12} z)^2} - \frac{\mu_1}{z(\sigma_{11} + \sigma_{12} z)^2} \right) dz = g(y) + \text{cte}. \]
Next,
\[ C = \int_{0}^{\infty} f(y) dy = \int_{0}^{\infty} \frac{e^{g(y)}}{\sigma^2(y)} dy = \int_{0}^{\infty} y^{-2}(\sigma_{11} + \sigma_{12} y)^{-2} \left( \frac{\sigma_{11} + \sigma_{12} y}{y} \right)^{\frac{2\gamma_1}{\gamma_1 + \gamma_2}} e^{-\frac{2}{\gamma_1 + \gamma_2} (\frac{4}{\gamma_1 + \gamma_2} + 1)} dy < \infty, \]
for small values of $y > 0$, $f(y) = O \left( y^{-2-2\gamma_1/\gamma_1 + \gamma_2} e^{-\tilde{B}/y} \right)$, for some $\tilde{B} > 0$, while $f(y) = O(y^{-4})$ for $y$ large enough. This show that $\int_{0}^{\infty} y^\delta \pi(y) dy < \infty$ for any $0 \leq \delta < 3$. Now, setting $\pi(y) = f(y)/C$, we have that $\pi$ is a density, and according to a slight modification of (Kutoyants, 2004, Theorem 1.16), the process $Y$ has the ergodic property, with invariant density $\pi$. Therefore, the ergodic theorem yields that
\[ \lim_{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} Y(s) ds = \int_{0}^{\infty} y \pi(y) dy < \infty \quad \text{a.s.} \]
Taking expectations on the left-hand side, we know that $\mathbb{E} Y(t) = Y_0 e^{-\mu_1 t} + \frac{A}{\mu_1} (1 - e^{-\mu_1 t}) \rightarrow \frac{A}{\mu_1}$. Hence, one should have $\int_{0}^{\infty} y \pi(y) dy = \frac{A}{\mu_1}$. Next, as $n \rightarrow \infty$, $\mathbb{P}(\tau_n = \infty) \rightarrow 1$, where
\[ \tau_n(\omega) = \left\{ t \geq 0; \quad Y(t, \omega) \notin \left( \frac{1}{n}, \frac{A}{\mu_1} + n \right) \right\}. \]
Therefore, for $t \in [0, \tau_n)$, one can apply the comparison theorem (Ikeda and Watanabe, 1977) to get $S(t) \leq Y(t)$. As a result, $S(t) \leq Y(t)$ a.s. Now, setting $\phi(x) = f(x)/x$, and applying Itô’s formula to
\[ d \log(I(t)) = \left[ \beta M(t)S(t)\phi(I(t)) - \mu_2 - \frac{\sigma^2_{21}}{2} - \sigma_{21} \sigma_{22} I(t) - \frac{\sigma^2_{22}}{2} I(t)^2 \right] dt + (\sigma_{21} + \sigma_{22} I(t))dW_2(t). \]

(16)

Now take \( a_1 > a \). There exists \( t_0 \) so that \( M(t) \leq a_1 \) for any \( t \geq t_0 \). Hence, since \( \phi(I) \leq 0 \), integrating both sides of (16) from \( t_0 \) to \( t \), we get

\[
\log I(t) - \log(I(t_0)) \leq \beta a_1 \int_{t_0}^t Y(s)ds - \left( \mu_2 + \frac{\sigma^2_{21}}{2} \right) (t - t_0) - \sigma_{21} \sigma_{22} \int_{t_0}^t I(s)ds + \frac{\sigma^2_{22}}{2} \int_{t_0}^t I^2(s)ds + \sigma_{21} \{ W_2(t) - W_2(t_0) \} + \sigma_{22} \int_{t_0}^t I(s)dW_2(s)
\]

\[
= \beta a_1 \int_{t_0}^t Y(s)ds - \left( \mu_2 + \frac{1}{2} \sigma^2_{21} \right) (t - t_0) + \sigma_{21} \{ W_2(t) - W_2(t_0) \} + N(t) - \frac{1}{2} \langle N, N \rangle(t) - N(t_0) + \frac{1}{2} \langle N, N \rangle(t_0),
\]

(17)

where the martingale \( N(t) = \sigma_{22} \int_{t_0}^t I(s)dW_2(s) \) has quadratic variation \( \langle N, N \rangle(t) = \sigma^2_{22} \int_{t_0}^t I^2(s)ds \). Using the exponential martingale inequality (Mao, 2008, Theorem 7.4), it follows that

\[
P \left\{ \sup_{0 \leq s \leq k} \left[ N(t) - \frac{1}{2} \langle N, N \rangle(t) \right] > 2 \log k \right\} \leq \frac{1}{k^2}
\]

so by the Borel-Cantelli Lemma, we get that for almost all \( \omega \in \Omega \), there exists a random integer \( k_0 = k_0(\omega) \) such that for \( k \geq k_0 \), we get

\[
\sup_{0 \leq s \leq k} \left[ N(t) - \frac{1}{2} \langle N, N \rangle(t) \right] \leq 2 \log k.
\]

(19)

Therefore,

\[
\limsup_{t \to \infty} \sup_{0 \leq s \leq t} \left( N(s) - \frac{1}{2} \langle N, N \rangle(s) \right) / \log t \leq 2 \text{ a.s.}
\]

(20)

From the properties of Brownian motion, we also have

\[
\limsup_{t \to \infty} \frac{W_2(t)}{t} = 0 \text{ a.s.}
\]

(21)

Combining \( S \leq Y \), and (20)-(21) with (17), we get that

\[
\limsup_{t \to \infty} \frac{\log I(t)}{t} \leq \beta a_1 \int_0^\infty y \pi(y)dy - \left( \mu_2 + \frac{\sigma^2_{21}}{2} \right) < 0 \text{ a.s.,}
\]

(22)

whenever \( \tilde{\gamma}_0^a < 1 \), since \( a_1 \) can be chosen close enough to \( a \). Therefore, there exists \( c > 0 \) so that for almost every \( \omega \), \( I(t) < e^{-ct} \) for \( t > t_0(\omega) \). As a result we get \( \int_0^\infty I(s)ds < \infty \) a.s. and \( \lim_{t \to \infty} I(t) = 0 \) a.s.

This completes the proof. \( \square \)

**B.6. Proof of Theorem 3.5.**

**Proof.** By Theorem 3.1, we have obtained that for any initial value \( (S(0), I(0), Q(0)) \in \mathbb{R}^3_+ \), system (2) has a unique global solution \( (S(t), I(t), Q(t)) \in \mathbb{R}^3_+ \) for \( t \geq 0 \). In order to prove the result, we only need to validate conditions (C1) and (C2) in Lemma A.1. We verify the condition (C1) first. The diffusion
matrix of system (2) satisfies
\[
\eta^\top a(S, I, Q)\eta = (\sigma_{11}S + \sigma_{12}S^2)^2\eta_1^2 + (\sigma_{21}I + \sigma_{22}I^2)^2\eta_2^2 + (\sigma_{31}Q + \sigma_{32}Q^2)^2\eta_3^2
\]
(23)
\[\geq \chi_\ell|\eta|^2\] for any \((S, I, Q) \in \Gamma_k \subset \mathbb{R}_+^3\), \(\eta = (\eta_1, \eta_2, \eta_3) \in \mathbb{R}_+^3\),
where \(\chi_\ell = \min_{1 \leq i \leq 3, 0 < \eta_i \leq k}\left(\sigma_{11}\eta_1 + \sigma_{12}\eta_2^2\right)^2\) and \(U_k = \left\{\frac{1}{k} \leq S \leq k^{1/2}\right\} \cap \left\{\frac{1}{k} \leq I \leq k\right\} \cap \left\{\frac{1}{k^2} \leq Q \leq k\right\}\). Then, condition (C1) is fulfilled with domain \(U_k\). Next, in order to verify condition (C2), we define a \(C^2\)-function \(V : \mathbb{R}_+^3 \rightarrow \mathbb{R}\) as follows:
\[
V(S, I, Q) = a_2V_2 + V_3 + a_4V_4 + a_5V_5,
\]
with \(V_2 = (1 + S)^\theta + I^\theta + (1 + Q)^\theta\), \(V_3 = -a_{31}\log S - a_{32}\log I\), \(V_4 = -\log Q\), \(V_5 = \frac{1}{\alpha(1 - \alpha)}\sigma_{11}^2(\sigma_{11} + \sigma_{12})^\alpha\), where \(\alpha, \theta \in (0, 1)\), and \(a_2, a_3, a_4, a_5\) are positive constants to be determined later. Since the function \(V(S, I, Q)\) is continuous, it is easy to verify that
\[
\lim_{k \to \infty} \inf_{(S, I, Q) \in \mathbb{R}_+^3 \setminus U_k} V(S, I, Q) = +\infty.
\]
Hence, the function \(V(S, I, Q)\) must have a minimum point \((S_0, I_0, Q_0)\) in the interior of \(\mathbb{R}_+^3\). Furthermore, we determine a non-negative \(C^2\)-function \(\tilde{V} : \mathbb{R}_+^3 \rightarrow \mathbb{R}_+\) such as
\[
\tilde{V} = V(S, I, Q) - V(S_0, I_0, Q_0).
\]
Recall that for \(\theta \in (0, 1)\), we have
\[
\mathcal{L}(V_2) \leq \psi_2(S, I, Q) = \theta A + \theta \beta aSI^\theta + \theta \delta I - \theta(1 - \theta)\frac{\sigma_{31}^2}{2} S^4 (1 + S)^{\theta - 2}
\]
(24)
\[-\theta(1 - \theta)\frac{\sigma_{32}^2}{2} I^{\theta + 2} - \theta(1 - \theta)\frac{\sigma_{32}^2}{2} Q^4 (1 + Q)^{\theta - 2} \leq \tilde{\psi}_2.
\]
Applying Ito’s formula to \(V_3, V_4, V_5\), setting \(\varphi(x) = \frac{f(x)}{x}\), with \(\varphi(0) = 1\), \(g_i(x) = \sigma_{i1}\sigma_{i2}x + \sigma_{i2}^2x^2\), \(i \in \{1, 2, 3\}\), and using the inequality \(2xy \leq x^2 + y^2\), we obtain
\[
\mathcal{L}V_3 = -\frac{a_{31}A}{S} + a_{31}A_1 + a_{32}A_2 + a_{31}\beta a\varphi(I) + a_{31}g_1(S) - a_{32}\beta aS\varphi(I) + a_{32}g_2(I),
\]
(25)
\[\leq -\frac{a_{31}A}{S} + a_{31}A_1 + a_{32}A_2 + a_{31}\beta aI + a_{31}g_1(S) - a_{32}\beta aS\varphi(I) + a_{32}g_2(I) = \psi_3(S, I),
\]
(26)
\[\leq -2\sqrt{a_{31}a_{32}\beta a\varphi(I)} + a_{31}A_1 + a_{32}A_2 + a_{31}\beta a\varphi(0)I + a_{31}g_1(S) + a_{32}g_2(I) = \psi_3(S, I),
\]
where \(A_1 = \mu + \sigma_{11}^2, A_2 = \mu + \delta + \alpha + \gamma + \frac{\sigma_{21}^2}{2}\), and
\[
\mathcal{L}V_4 = -\frac{\delta I}{Q} + A_3 + g_3(Q) = \psi_4(I, Q),
\]
(27)
where \(A_3 = \mu + \alpha + \gamma + \frac{\sigma_{31}^2}{2}\), and
\[
\mathcal{L}V_5 = \{A - \mu_1S - \beta aSf(I)\} \frac{\sigma_{12}(\sigma_{11} + \sigma_{12})^{\alpha - 1}}{(1 - \alpha)\sigma_{11}^2} - \frac{S^2\sigma_{12}^2(\sigma_{11} + \sigma_{12})^\alpha}{2} \sigma_{11}^2
\]
(28)
\[\leq \frac{A\sigma_{12}}{(1 - \alpha)\sigma_{11}} - \frac{\sigma_{12}^2}{2} S^2 = \psi_5(S),
\]
Combining (24), (25), (26), and (27), we obtain
\[ \mathcal{L} \tilde{V} = \mathcal{L} V \leq \psi(S, I, Q) = a_2 \tilde{\psi}_2 + \psi_{31}(S, I) + a_4 \psi_4(I, Q) + a_5 \psi_5(S). \]

First,
\[
\limsup_{S \to \infty} \sup_{I, Q > 0} \Psi(S, I, Q) = -\infty,
\]
\[
\limsup_{I \to \infty} \sup_{S, Q > 0} \Psi(S, I, Q) = -\infty,
\]
\[
\limsup_{Q \to \infty} \sup_{S, I > 0} \Psi(S, I, Q) = -\infty,
\]
\[
\limsup_{S \to 0} \sup_{I, Q > 0} \Psi(S, I, Q) = -\infty, \quad \text{using (25)},
\]
\[
\limsup_{k \to \infty} \sup_{S, I, Q > 0, 1 < k^2} \Psi(S, I, Q) = -\infty, \quad \text{using (27)}.
\]

Next, assuming \( a_{31} < a_5 \), \( \sup_{S > 0} \left\{ a_{31} g_1(S) - a_5 \frac{\sigma_{12}^2}{2} S^2 \right\} = \frac{a_{31}^2}{2} \frac{\sigma_{11}^2}{(a_5 - a_{31})} \), so
\[
D_1 = \limsup_{k \to \infty} \sup_{0 < Q < 1/k^2, I \leq Q, S \leq k^{1/2}} \Psi(S, I, Q)
\leq -2\sqrt{a_{31} a_{32} \beta A + a_{31} A_1 + a_{32} A_2 + a_2 \tilde{\psi}_2 + \frac{a_{31}^2}{2} \frac{\sigma_{11}^2}{(a_5 - a_{31})}} + a_4 A_3 + a_5 \frac{A \sigma_{12}}{(1 - \alpha) \sigma_{11}},
\]
and
\[
D_2 = \limsup_{k \to \infty} \sup_{k < I, S \leq k^{1/2}, Q > 0} \Psi(S, I, Q)
\leq -2\sqrt{a_{31} a_{32} \beta A + a_{31} A_1 + a_{32} A_2 + a_2 \theta A + \frac{a_{31}^2}{2} \frac{\sigma_{11}^2}{(a_5 - a_{31})}} + a_4 A_4 + a_5 \frac{A \sigma_{12}}{(1 - \alpha) \sigma_{11}},
\]
and
\[
\sup_{Q > 0} \left\{ a_4 g_3(Q) - a_2 \theta (1 - \theta) \frac{\sigma_{23}^2}{2} Q^4 (1 + Q)^{\theta - 2} \right\}.
\]

Next, for any \( c_1, c_2 > 0 \), \( \sup_{x > 0} \left\{ c_1 x + c_1 x^2 - c_2 \frac{x^4}{(1 + x)^2} - \theta \right\} \leq c_1 C_{11} \left( \frac{c_1}{c_2} \right)^{1/\theta} + c_1 C_{12} \left( \frac{c_1}{c_2} \right)^{1/\theta} \), for some \( C_{11}, C_{12} > 0 \) independent of \( c_1, c_2 \). As a result, there exits \( C_{21}, C_{22} > 0 \) such that
\[
\max(D_1, D_2) \leq -2\sqrt{a_{31} a_{32} \beta A + a_{31} A_1 + a_{32} A_2 + a_2 \theta A + \frac{a_{31}^2}{2} \frac{\sigma_{11}^2}{(a_5 - a_{31})}} + a_5 \frac{A \sigma_{12}}{(1 - \alpha) \sigma_{11}} + a_4 A_{21} \left( \frac{a_4}{a_2} \right)^{1/(1 + \theta)} + a_4 A_{22} \left( \frac{a_4}{a_2} \right)^{2/\theta}.
\]

For \( \alpha \in (0, 1) \), set \( A_1(\alpha) = A_1 + \frac{A \sigma_{12}}{(1 - \alpha) \sigma_{11}} + \frac{A \sigma_{12}^2}{(1 - \alpha) \sigma_{11}} \). Then for any \( \lambda > 0 \),
\[
\frac{\beta A}{A_2} \left\{ A_1 + \frac{\sigma_{11}^2}{2\lambda} + \frac{(1 + \lambda) A \sigma_{12}}{(1 - \alpha) \sigma_{11}} \right\} \leq R^*_0(\alpha) = \frac{\beta A}{A_2} A_1(\alpha) < R^*_0(0) = R^*_0,
\]
where the supremum over \( \lambda > 0 \) is attained at \( \lambda_0 = \sigma_{11} \sqrt{\frac{(1 - \alpha) \sigma_{11}}{2 A \sigma_{12}}} \). Set \( a_{32} = a_{31} \frac{\beta A}{A_2} \). Taking \( a_5 = a_{31}(1 + \lambda_0) \) in (29), and choosing \( \alpha > 0 \) so that \( R^*_0(\alpha) > 1 \), one gets
\[
\max(D_1, D_2) \leq -a_{31} A_1(\alpha) (R^*_0(\alpha, \lambda) - 1) + a_2 \theta A + a_4 A_3
\]
\[
+ a_4 A_{21} \left( \frac{a_4}{a_2} \right)^{1/(1 + \theta)} + a_4 A_{22} \left( \frac{a_4}{a_2} \right)^{2/\theta}.
\]
Set $\kappa = A_1(\alpha)(R_s^0(\alpha) - 1)$. Then $\kappa > 0$ by hypothesis. Next, set $a_4 = a_2$ and choose $a_2$ so that $a_2(\theta A_1 + A_3 + C_{21} + C_{22}) = a_31\kappa/2$. Then (30) yields $\max(D_1,D_2) \leq -a_31\kappa/2 \leq -1$, if $a_31 \geq \frac{2}{r}$. This completes the proof. □
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