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Abstract
Background:

Chemotherapy is not recommended for patients with de�cient mismatch repair(dMMR)in colorectal
cancer(CRC), so assessing the status of MMR is crucial for the selection of subsequent treatment.
Therefore, this study aims to build predictive models to accurately and rapidly identify dMMR.

Methods:

A retrospective analysis based on the clinicopathological data of patients with colorectal cancer from
May 2017 to December 2019 at Wuhan Union Hospital was performed. The variables were subjected to
co-linearity analysis, least absolute shrinkage and selection operator (LASSO) regression and random
forest (RF) feature screening. Four sets of machine learning models (i.e., extreme gradient boosting
(XGBoost), support vector machine (SVM), naive bayes (NB), and random forest and a conventional
logistic regression (LR) model were built for training and testing. Receiver operating characteristic (ROC)
curves are plotted to evaluate the predictive performance.

Findings:

A total of 2279 patients were included in the analysis and were randomly divided into a training group
and a test group.The �nal 12 clinicopathological features were incorporated into the predictive models.
The Area Under the curve (AUC) values of the �ve predictive models were 0.8931 in XGBoost, 0.8906 in
SVM, 0.8512 in NB, 0.9088 in RF and 0.8319 in LR. The results showed that the random forest exhibited
the best recognition ability and outperformed the conventional logistic regression method in identi�ng
dMMR and pro�cient mismatch repair (pMMR).

Conclusion:

Our predictive models built on routine clinicopathological data can signi�cantly improve the diagnostic
performance of dMMR and pMMR. Meanwhile, four machine learning models outperformed conventional
logistic regression model.

1. Introduction
Colorectal cancer is one of the most common cancers in the world and the second leading cause of
cancer deaths.(1) De�cient Mismatch Repair (dMMR) presents in 10–20% of colorectal cancer (CRC)
patients, suggesting that CRC with dMMR is a biologically distinct type with broad prognostic, predictive
and therapeutic importance.(2) Furthermore, DNA mismatch repair system is an evolved and conserved
process for repairing errors during replication of proliferating cells.(3) Molecularly targeted therapies and
chemotherapeutic agents are used to treat patients with dMMR colorectal cancer.(4) Recently, a growing
body of evidence suggests that the individual treatment response of CRC patients is strongly related to its
molecular characteristics.(5)
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Microsatellite instability (MSI) is the abnormal shortening or lengthening of 1–6 repeat base pair units of
DNA, which is caused by inactivation of the DNA MMR system.(3, 6, 7) Colorectal cancer patients with
microsatellite instability are more likely to �nd Lynch syndrome.(8, 9) Thus, MMR is essential to ensure
genetic information stability and avoid future genetic diseases.(10) According to the National
Comprehensive Cancer Network (NCCN), patients with stage II colorectal cancer with MSI or dMMR are
simply observed after surgery and do not require chemotherapy, which is fortunate for many colorectal
cancer patients. A study by Klingbiel D(11) and Michael J. Overman(12) showed that colorectal cancer
patients with MSI are insensitive to penta�uorouracil chemotherapy, but sensitive to PD-1
immunotherapy, which provides more rationalization of colorectal cancer treatment. However, most
patients are unable to undergo genetic testing to detect dMMR status due to the cost of money and time.

Recently, arti�cial intelligence has become a research hotspot in medicine, with the promise of achieving
a high-precision automated diagnosis of heterogeneous diseases. ole-Johan Skrede et al.(13) utilized
deep learning combined with conventional digital scanning of hematoxylin and eosin-stained tumour
tissue sections to develop a clinically useful prognostic marker that can classify stage II and III patients
into different prognostic groups and then guide the application of adjuvant chemotherapy. Frederick
Matthew Howard et al.(14) used a machine learning model to successfully predict which patients who
underwent surgery should remove squamous cell carcinoma of the neck and who were at intermediate
risk would bene�t from receiving cisplatin-based chemoradiation therapy (CRT). Quirino La et al.(15)
found higher accuracy in predicting survival after liver cancer treatment using arti�cial intelligence
compared to traditional linear analysis systems. In addition, Yu et al.(16) showed that they applied seven
machine learning classi�ers to predict survival time of lung cancer patients based on histopathological
features and obtained a fairly satisfactory prediction accuracy. However, no study cant systematically
evaluate the detection value of machine learning models based on simple clinicopathological indicators
in dMMR. Therefore, a simple, minimally invasive and accurate method to identify dMMR is urgently
needed.

Based on simple clinicopathological indicators and previous studies, this study developed four machine
learning models and a logistic regression model to predict colorectal cancer lacking DNA mismatch
repair, thus helping clinicians to identify MMR status and providing a reference for precise treatment plan
for patients.

2. Method
2.1. Study population

Retrospective analysis of 2279 colorectal cancer patients treated for con�rmed disease at Wuhan Union
Hospital from May 2017 to December 2019. Patients with the following conditions were excluded from
the study: i) no MMR status outcome; ii) no complete clinical data; and iii) history of radiotherapy and
chemotherapy prior to MMR status identi�cation. A total of 2279 patients were enrolled in our study and
randomly assigned to the training and test sets in a 7-to-3 ratio. The detailed process of patient selection
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is shown in Fig.1. The study protocol was reviewed and approved by the Ethics Committee and
institutional Review Committee of Wuhan Union Hospital(No.2018-S377). This study was performed in
line with the principles of the Declaration of Helsinki. All patients signed an informed consent form
stating that they understood the procedure and its potential complications and agreed to participate in
this study.

2.2. Data Collection

Baseline clinicopathological information on the patients obtained from the hospital's medical records
included serum tumour markers - carcinoembryonic antigen (CEA), glycoantigen 19-9 (CA19-9),
glycoantigen 12-5 (CA12-5), glycoantigen 72-4 (CA72-4), glycoantigen 15-3 (CA15-3), alpha-fetoprotein
(AFP), serum squamous cell carcinoma antigen (SCC), ferritin (FERR), cytokeratin 19 fragment cyfra21-1
(CYFRA21-1), serum neuron-speci�c enolase (NSE), pathological type, histological type, age, sex, location,
diameters, number of sampled lymph nodes (LNs), number of positive LNs, T stage, N stage, M stage,
perineural invasion and vascular invasion. MMR status was assessed by immunohistochemistry (IHC)
and was determined by MSH2, MSH6, MLH1 and PMS2 markers. We de�ned dMMR as a lacking
expression of one or more MMR proteins, while tumour with intact MMR proteins was categorized as
pMMR.

2.3. Four machine learning classi�ers and a conventional logistic regression model

In this study, we built four machine learning models (i.e., XGBoost, SVM, NB, and RF) and a conventional
LR model using the caret package for R language (version 6.0-90) to diagnose dMMR discriminatively. An
analysis of co-linearity was performed on the initial 23 variables to exclude signi�cantly correlated
variables. Subsequently, LASSO regression and RF were used for variable selection. This process utilized
�ve times ten-fold cross-validation to ensure the reliability of the results. The data were randomly divided
into training and validation sets by 7:3. The variables screened by LASSO regression and random forest
methods were integrated and incorporated into the predictive models. Ten-fold cross-validation and
10*10 grid research were used for model hyperparameter selection. 

2.4. Data analysis

Continuous variables between the dMMR and pMMR groups were analysed using the Student t-test or the
Mann-Whitney U test (as appropriate). Also, categorical data were compared with the chi-square test or
Fisher's exact test. Receiver operating characteristic (ROC) curve were performed to assess the diagnostic
performance of predictive models of dMMR. The area under the curve (AUC) was measured in each ROC
curve, and speci�city and sensitivity were calculated to assess the diagnostic performance of �ve
models. The above statistical analyses were performed using the R software version. Differences were
considered statistically signi�cant when P<0.05 for both sides.

3. Results
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3.1. Patient Characteristics
All 2279 colorectal cancer patients from Wuhan Union Hospital have complete clinical information and
are �nally selected for this study. Of the 2279 colorectal patients, 177 were diagnosed with dMMR
(7.77%). The consensus criteria for dMMR protein diagnosis was to select CRC patients who met the
Revised Bethesda Guidelines (RBG) and then underwent MSI testing and/or immunohistochemical
staining for MMR protein. The differences in clinicopathological characteristics between the dMMR and
pMMR groups in the Wuhan union hospital (WUH) cohort are shown in Table 1. We could observe
statistical differences between the dMMR and pMMR groups in terms of age, primary site, tumour
diameter, histology, number of lymph nodes, number of positive lymph nodes, N stage, TNM stage,
peripheral perineural invasion, ferritin and some serum tumour markers. The internal categorical
distribution of each variable is shown in Supplementary Fig. 1.

Table 1  Clinical characteristics of the patients with colorectal cancer.
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  Level Overall dMMR pMMR P-
value

n   2279 177 2102  

Gender (%) Male 1369
(60.1)

107
(60.5)

1262
(60.0)

0.978

  Female 910
(39.9)

70 (39.5) 840
(40.0)

 

Age (%) <53 833
(36.6)

89 (50.3) 744
(35.4)

<0.001

  >=53 1446
(63.4)

88 (49.7) 1358
(64.6)

 

Primary location (%) colon 1082
(47.5)

159
(89.8)

923
(43.9)

<0.001

  rectum 1197
(52.5)

18 (10.2) 1179
(56.1)

 

Tumor diameters (cm) (%) <4.6 1420
(62.3)

52 (29.4) 1368
(65.1)

<0.001

  >=4.6 859
(37.7)

125
(70.6)

734
(34.9)

 

Pathological type (%) non-
adenocarcinoma

576
(25.3)

61 (34.5) 515
(24.5)

0.005

  adenocarcinoma 1703
(74.7)

116
(65.5)

1587
(75.5)

 

Histology (%) Well/moderate 1976
(86.7)

137
(77.4)

1839
(87.5)

<0.001

  poor 303
(13.3)

40 (22.6) 263
(12.5)

 

No  of sampled LNs (n) (%) <23 1735
(76.1)

85 (48.0) 1650
(78.5)

<0.001

  >=23 544
(23.9)

92 (52.0) 452
(21.5)

 

No  of Positive LNs (n) (mean
(SD))

  2.02
(3.85)

0.89
(2.90)

2.12
(3.90)

<0.001

T-stage (%) I/II 405
(17.8)

20 (11.3) 385
(18.3)

0.025

  III/IV 1874
(82.2)

157
(88.7)

1717
(81.7)

 

N-stage (%) N0 1249
(54.8)

134
(75.7)

1115
(53.0)

<0.001
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  Level Overall dMMR pMMR P-
value

  N2 430
(18.9)

11 (6.2) 419
(19.9)

 

  N1 600
(26.3)

32 (18.1) 568
(27.0)

 

M-stage (%) 0 2237
(98.2)

174
(98.3)

2063
(98.1)

1.000

  1 42 (1.8) 3 (1.7) 39 (1.9)  

TNM (%) 1 319
(14.0)

18 (10.2) 301
(14.3)

<0.001

  2 913
(40.1)

115
(65.0)

798
(38.0)

 

  3 1005
(44.1)

41 (23.2) 964
(45.9)

 

  4 42 (1.8) 3 (1.7) 39 (1.9)  

Perineural invasion (%) No 1549
(68.0)

160
(90.4)

1389
(66.1)

<0.001

  Yes 730
(32.0)

17 (9.6) 713
(33.9)

 

vascular cancer embolus (%) No 1734
(76.1)

146
(82.5)

1588
(75.5)

0.047

  Yes 545
(23.9)

31 (17.5) 514
(24.5)

 

CEA (%) Normal 1357
(59.5)

122
(68.9)

1235
(58.8)

0.010

  High 922
(40.5)

55 (31.1) 867
(41.2)

 

CA72-4 (%) Normal 1891
(83.0)

120
(67.8)

1771
(84.3)

<0.001

  High 388
(17.0)

57 (32.2) 331
(15.7)

 

CA199 (%) Normal 1855
(81.4)

144
(81.4)

1711
(81.4)

1.000

  High 424
(18.6)

33 (18.6) 391
(18.6)

 

AFP (%) Low 298
(13.1)

34 (19.2) 264
(12.6)

0.036
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  Level Overall dMMR pMMR P-
value

  Normal 1957
(85.9)

142
(80.2)

1815
(86.3)

 

  High 24 (1.1) 1 (0.6) 23 (1.1)  

SCC (%) Normal 2174
(95.4)

168
(94.9)

2006
(95.4)

0.897

  High 105 (4.6) 9 (5.1) 96 (4.6)  

NSE (%) Normal 1513
(66.4)

122
(68.9)

1391
(66.2)

0.508

  High 766
(33.6)

55 (31.1) 711
(33.8)

 

CA125 (%) Normal 2060
(90.4)

157
(88.7)

1903
(90.5)

0.508

  High 219 (9.6) 20 (11.3) 199 (9.5)  

CA15-3 (%) Normal 872
(38.3)

83 (46.9) 789
(37.5)

0.017

  High 1407
(61.7)

94 (53.1) 1313
(62.5)

 

FERR (%) Low 1134
(49.8)

123
(69.5)

1011
(48.1)

<0.001

  Normal 1018
(44.7)

49 (27.7) 969
(46.1)

 

  High 127 (5.6) 5 (2.8) 122 (5.8)  

CYFRA21-1 (%) Normal 1706
(74.9)

132
(74.6)

1574
(74.9)

1.000

  High 573
(25.1)

45 (25.4) 528
(25.1)

 

3.2. Construction of predictive Models
Twenty-three variables were initially included based on simple clinicopathological data of the patients.
Co-linearity between variables was excluded before modelling. The results of the variable correlation
analysis (Fig. 2) showed that there was no co-linearity among independent variables. To make the model
more practical and simple, we further selected the initial 23 variables using LASSO regression and
random forest, and the selecting results are shown in Figs. 3 and 4. The λ value of binomial deviation
under one standard error was used for the �nal LASSO regression by performing �ve times ten-fold cross-
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validation method. The LASSO regression and random forest were selected for 9 and 11 variables,
respectively. The process associated with variable selecting is also shown in Supplementary Fig. 3 and
Fig. 4. Meanwhile, we combined the variables screened by both methods. The �nal 12 variables were
included in the predictive models. And, twelve clinicopathological characteristics were used as the best
subset of risk factors as the �nal parameters for model input (Table2).

Table 2  Risk factors for de�cient MMR in Colorectal Cancer.
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Characteristic OR1 95% CI1 p-value

Age     <0.001

<53 — —  

>=53 2.93 1.54, 5.72  

Primary.location     <0.001

colon — —  

rectum 10.5 4.95, 23.9  

Tumor.diameters..cm.     <0.001

<4.6 — —  

>=4.6 0.24 0.12, 0.46  

Pathological.type     0.23

non-adenocarcinoma — —  

adenocarcinoma 1.53 0.76, 3.10  

Histology     0.21

Well/moderate — —  

poor 0.59 0.25, 1.35  

No..of.sampled.LNs..n.     0.009

<23 — —  

>=23 0.42 0.21, 0.80  

N.stage     0.76

N0 — —  

N1 2.67 0.02, 515  

N2 5.58 0.02, 1,683  

Perineural.invasion     0.028

No — —  

Yes 2.87 1.12, 7.85  

NSE     0.018

Normal — —  

High 2.20 1.15, 4.33  
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Characteristic OR1 95% CI1 p-value

No..of.Positive.LNs..n. 1.14 0.87, 1.73 0.47

CA72.4     0.23

Normal — —  

High 0.65 0.31, 1.32  

TNM     0.71

1 — —  

2 1.86 0.65, 5.34  

3 1.30 0.01, 195  

4 1.24 0.02, 90.2  

1OR = Odds Ratio,                        CI = Con�dence Interval

3.3. Performance of Models
The 2279 colorectal cancer patients were randomly divided into training and test sets in a 7-to-3 ratio.
ROC curve was used to evaluate the performance of the four machine learning models and a LR model.
As shown in Fig. 5, the AUC of the test set was as follows: XGBoost was 0.8931, SVM was 0.8906, NB
was 0.8512, and RF was 0.9088 and LR was 0.8319. Therefore, we can conclude that the RF model has
an excellent predictive ability to identify colorectal cancer with dMMR with a sensitivity of 0.8679 and a
speci�city of 0.6962. Moreover, machine learning models have a better predictive ability, than to
conventional LR method. In addition, the accuracy, sensitivity, speci�city, positive predictive value (PPV)
and negative predictive value (NPV) of the predictive models on the test set are listed in Table 3.

Table 3 Performance of different predictive models to identify dMMR. 

Model Sensitivity Speci�city Pos Pred Value Neg Pred Value Accuracy AUC-ROC

LR 0.7170 0.7595 0.6667 0.8000 0.7424 0.7835

RF 0.8679 0.6962 0.6571 0.8871 0.7652 0.8584

NB 0.7547 0.6329 0.5797 0.7937 0.6818 0.7424

SVM 0.7736 0.6709 0.6119 0.8154 0.7121 0.8174

XGboost 0.7170 0.7468 0.6552 0.7973 0.7348 0.8055

3.4. Variable importance analysis
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We performed feature importance analysis for the variables seleced by LASSO regression and random
forest, respectively, and the results are displayed in Fig. 6 and Fig. 7. The �nal 12 variables were
incorporated into the predictive models for training and validation. To investigate the potential impact of
each clinical feature on the predictive model recognition ability, we ranked the clinical variables that
showed the best results in the random forest model in order of their contribution to the output results
from highest to lowest, as shown in Fig. 8. We found that the top two rankings were the location and
diameter of tumour, the same results as in Fig. 6 and Fig. 7. Moreover, 159 (89.8%) colorectal patients
with de�cient mismatch repair had tumour location in the colon and 18 (10.2%) in the rectum. 52 (29.4%)
colorectal patients with mismatch repair de�ciency had tumour diameter < 4.6 cm, 125 (70.6%) ≥ 4.6 cm,
as shown in table 1. Together, these results suggest that colorectal cancer with de�cient mismatch repair
is mainly associated with the location and diameter of tumour.

4. Discussion
CRC remains a major health burden with a high mortality rate worldwide.(17) MMR plays a key role in the
progression and prognosis of colorectal cancer disease. The latest guidelines recommend chemotherapy
for patients with stage II CRC with pMMR even without high-risk factors.(18) With the rapid advancement
of medical science in today's world, genetic testing techniques applied to MMR status can be of great
help in the individual treatment and management of colorectal cancer patients, but the diagnosis rate of
MMR status is still not high.(19–21) There are many studies on mismatch repair in colorectal cancer, but
no studies have been conducted to build machine learning models to predict the de�cient mismatch
repair based on simple clinicopathological indicators. We have already built a simple model to predict the
mismatch repair status of colorectal cancer patients based on clinicopathological parameters and
tumour markers with good results in the previous phase.(5) This time, we will further focus on whether
the machine learning approach is more effective than the conventional predictive model by constructing
four machine learning models and a traditional logistic regression based on simple clinicopathological
indicators.

Prediction of colorectal cancer patients with dMMR and / or MSI has also been reported. Ms. Amelie
Echle(2) and his colleagues applied deep learning to distinguish dMMR from pMMR. The AUC values for
the cross-validation cohort, the external validation cohort and the image-processed external validation
cohort were 0.92 (0.91–0.93), 0.95 (0.92–0.96) and 0.96 (0.93–0.98). However, their study did not set
appropriate underlying true labels, which would be confounded by noisy labels. Cao Rui et al.(22) built a
deep learning model based on histopathology to predict MSI. The AUC value for the test set was 0.8848
and the AUC value for the external validation set was 0.8504. However, the sample size of this study was
small and further expansion of the training data is needed to improve the model's accuracy. The above
two studies were based on pathology section images to predict MSI or dMMR, which is not a simple
process. In our study, we established predictive models to predict the status of mismatch repair of
colorectal cancer patients based on simple clinicopathological indicators of the patients, which are very
easy to obtain, and selected by machine learning and logistic regression. Therefore, our research has
important clinical signi�cance.
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The application of machine learning models based on the random forest algorithm is common. liu et al.
(23) constructed a machine learning to predict whether the quality of life of thyroid cancer patients will
decrease in 3 months after surgery. The AUC value was 0.834 and 0.897 for the training and validation
groups, respectively. Sergio Grosu et al.(24) built a random forest model based on CT information to
distinguish benign and malignant polyps. In the external validation group, the AUC value of the random
forest model was 0.91, with a sensitivity of 82% and speci�city of 85%. Manabu Takamatsu et al.(25)
used machine learning of digital slide images to predict lymph node metastasis in stage T1 colorectal
cancer. The area under the ROC curve of the random forest algorithm was 0.938, and the sensitivity and
speci�city of the optimal threshold were 80.0% and 94.5%, respectively. The machine learning approach
was not signi�cantly different from the conventional histological assessment by hematoxylin staining,
but had lower false negative cases. Pushpanjali Gupta et al.(26) developed a machine learning model
based on the random forest algorithm to predict �ve-year disease-free survival in patients with colon
cancer with an accuracy of 84% and an AUC value of 0.82 ± 0.10. There are many more studies on
machine learning models based on random forests.(27–29) The AUC values of �ve predictive models in
our study are 0.8931 for XGBoost, 0.8906 for SVM, 0.8512 for NB, and 0.9088 for RF, 0.8319 for LR. The
RF showed the best predictive results.

Our study still has some shortcomings. First, the population in our cohort was from just one region of
China (Wuhan), which may limit the generalizability of the predictive models and requires further
validation in patients from different geographic regions. Second, this was a non-randomized retrospective
analysis. Therefore, there are potential biased comparisons, such as the inclusion of patients and sample
selection bias. Finally, our study has only internal validation and further external validation groups are
needed to verify the predictive effect. At the same time, our study is still very signi�cantly. To the best of
our knowledge, this study is the �rst to propose a machine learning approach to analyse and model the
MMR status of patients based on their simple clinicopathology and tumour markers. Finally, our single-
centre sample is large enough so that the conclusions drawn have some reference value.

Conclusion
In this study, we built four sets of machine learning models and a conventional logistic regression model
to predict colorectal cancer patients lacking DNA mismatch repair based on simple clinicopathological
indicators. Our results show that predictive behaviour can be made accurately and consistently by
building machine learning models. At the same time, machine learning models have better performance
in identifying dMMR than to conventional logistic regression method. This provides clinicians with
important information, reduces the cost of detection, and avoids wasting medical resources.(30) In the
future, we will increase the sample size and sample diversity (geographic diversity) for machine learning
models. Adding external validation groups and enriching statistical methods to evaluate will increase the
prediction performance of the models.
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dMMR:de�cient mismatch repair

pMMR:pro�cient mismatch repair

CRC:colorectal cancer 

LASSO:least absolute shrinkage and selection operator

RF:random forest

XGBoost:extreme gradient boosting

SVM:support vector machine

NB:naive bayes

LR:logistic regression

ROC;Receiver operating characteristic

AUC:Area Under the curve

MSI:Microsatellite instability

NCCN:the National Comprehensive Cancer Network

CRT:chemoradiation therapy

CEA:carcinoembryonic antigen

CA:glycoantigen

AFP:alpha-fetoprotein

SCC:squamous cell carcinoma

FERR:ferritin

CYFRA21:1-cytokeratin 19 fragment cyfra21-1

NSE:neuron speci�c enolase

LNs:lymph nodes

IHC:immunohistochemistry

RBG:Revised Bethesda Guidelines
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WUH:Wuhan union hospital 

PPV:positive predictive value

NPV:negative predictive value
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Figure 1

Patient Screening Process

The detailed process of patient selection.

Figure 2

co-linearity analysis 
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Variables exhibiting co-linearity were excluded from variate analysis. The darker blue color indicates
higher co-linearity.

Figure 3

LASSO regression feature �ltering

LASSO (Least Absolute Shrinkage and Selection Operator) regression based on �ve times ten-fold cross-
validation was used for feature selection.
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Figure 4

Random forest feature �ltering

Random forest based on �ve times ten-fold cross-validation was used to perform feature selection.
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Figure 5

Receiver operating characteristic (ROC) curves of predictive models.

Diagnostic abilities of predictive models for the differential diagnosis of dMMR and pMMR in the test set.
ROC curves of predictive model created by LR, NB, RF, SVM, and XGboost.
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Figure 6

 The initial variable importance analysis in Lasso Regression

For the LASSO (Least Absolute Shrinkage and Selection Operator) regression, we give the normalized
regression coe�cients for each feature.
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Figure 7

The initial variable importance analysis in Random forest

We used the machine learning technique, random forest, to determine feature importance.

Figure 8

The �nal variable importance analysis in Random Forest

The merged variables were performed for feature importance analysis by random forest.
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