# Materials and Methods

The model represents simplified geometry and dynamics of an arbitrary limb segment, e.g. the tibia of a human’s leg rotating about the knee or the tibia of an insect’s leg rotating about its femur-tibia joint (Figure 1A). The limb segment is assumed to be moved by an antagonistic pair of actuators, e.g. flexors and extensors, each with inherent elastic stiffness and viscous damping (Figure 1B). These actuators deliver the active force to the limb segment only while they shorten. In animals, these actuators are muscle; however, some human-made actuators also fit this description (e.g. antagonistic braided pneumatic actuators (*1*)). The actuators connect to the limb with moment arm . The limb segment itself is assumed to have mass , length , and a corresponding moment of inertia . The limb is assumed to operate in a gravitational field with acceleration . The horizontal displacement of the center of mass is measured by , and the rotation of the limb segment is measured by .

## 1. Equations of motion for the model

### 1.1. Equations for motion for a linear path

Figure 1C describes the dynamics of the model. The dynamics are first written in a familiar form in terms of the linear displacement of the actuator . The actuator force is equal to the sum of the passive dynamics: Mass times acceleration, ; damping times velocity, ; and elastic stiffness times displacement, , with all terms resulting in the following equation of motion:

 (1)

where

,

, and

.

 is the linear displacement of the mass, with units of ; is the viscous damping coefficient, with units of ; and is the elastic stiffness of the spring, with units .

### 1.2. Equations of motion for rotation about a point

To better model rotation around rotary joints, we write Equation 1 expressed in terms of moments applied around the joint:

, (2)

where

. (3)

 is the angular displacement of the joint, with units of radian; is the mass moment of inertia, with units of ; is the rotary damping coefficient, with units of ; is the rotary elastic stiffness of the joint, with units of eter; and is the rotary gravitational stiffness of the joint (i.e. the pendulum-like restoring moment causing it to hang down with gravity), with units of . The coefficient is defined by the following integral:

,

where is the location of differential mass relative to the point of rotation. We model a limb segment as a uniform rigid rod of mass and length , such that the integral becomes

. (4)

The coefficients and are calculated *via* the principle of virtual work (*2*). This technique enables a parameter from one coordinate (e.g. , which is the inertia in the direction) to be converted to another coordinate (e.g. , which is the inertia in the direction) if a holonomic constraint (e.g. integrable kinematic relationship) exists between the two coordinates. Such a conversion enables us to use the stiffness of muscle as it stretches (a linear motion) to approximate the rotary stiffness of the joint (a rotary motion).

To simplify our calculations of rotary terms , , and , we rely on a small angle approximation. The illustration in Figure 1B in the manuscript suggests straight-line muscle geometry, such that the muscles’ moment arms change with the angle of the joint. However, we linearized the action of a muscle around a joint, assuming that (in units of radians). We believe this is justified in this context because small angle approximation introduces minimal error depending on the joint excursion (Figure S1A). The error is less than 5% for a joint excursion of ; less than 10% for ; and less than 20% for . The motion of leg joints in walking animals across many orders of magnitude of size falls within this range, with most in the range (Elephant: (*3*); Horse: (*4*); Human: (*5*); Small mammals: (*6*); Stick insects (*7*); Discoid cockroaches: (*8*)). Furthermore, it has been shown that nonlinear elastic and geometric effects of leg joints in some species are balanced to produce linear joint dynamics (*9*), and in some systems muscle wrapping around the joint maintains a nearly constant moment arm as the joint rotates (*10*). Thus, we believe ignoring the trigonometric geometry of the joint is justified. Consequences of this assumption are discussed at the end of this section.

The small angle assumption is that for small rotations, . We assume straight-line muscle geometry. To find , let us equate the energy of the spring in terms of to that in terms of :

,

. (5)

By the same argument,

. (6)

 To compute , we consider the restoring moment about the joint in response to rotating the limb segment (rod of uniform density) away from hanging parallel to gravity. In this case, the moment due to gravity is:

,

where is gravitational acceleration, 9.81 meter/second2. Applying the small angle approximation again, can be linearized to

.

The stiffness due to gravity relates the moment to the angular deflection, meaning that

. (7)

 The small angle approximation enables the substitution of Equations 5 and 7 into Equation 3, and for like terms to be grouped,

. (8)

Substituting Equation 8 into Equation 2,

, (9)

 How much error does our small angle approximation introduce to the dynamics in Equation 9? In reality, geometry may reduce the impact of muscle stiffness and damping at extreme angles (*11*). However, the small angle approximation prevents it from diminishing, possibly making the model stiffer and more viscous than reality (stiffness equal to instead of ). As a result, the apparent inertia of the model is lower than in reality when the limb rotates to extreme angles. Figure S1B plots how the apparent inertia in our linearized model varies with respect to the “complete” nonlinear model. Our estimate causes the model’s inertia to be about 90% of the true value when the joint is at , 80% when the joint is at , and 70% when the joint is at . However, these errors are spread over the entire angular excursion; for example, the error is 0% when the joint is at , and 20% when the joint is at . Averaging the inertia scaling error across the entire range of motion produces the plot in Figure S1C, which shows that even for a joint excursion of , the error in the inertia of the limb is less than 25% due to our small angle approximation. Because Figures 2-4 have logarithmic axes, a 25% error due to a small angle approximation leads to change of 12% of the base 10 log of the value.

### 1.3. Equations of motion expressed in terms of energy

Because energy is a critical currency underlying animal behavior, the rotary equation of motion is converted into a work-energy equation by integrating the equation of motion with respect to . The work performed by a force is defined as its integral over its path, which in this case is the angular excursion, :

. (10)

We will integrate each of the three terms in Equation 9 over . Each integral requires applying a special approach. First, kinetic energy is the integral of the inertial moment over the angular excursion,

. (11)

The variable cannot be directly integrated in terms of . Instead, we will seek to express   and in terms of a common variable,  . The time derivatives of are defined as:

,

.

Equating and rearranging,

. (12)

Substituting Equation 12 into Equation 11,

. (13)

This is the familiar form of the kinetic energy of a rigid body rotating about a fixed point. Note that is the moment of inertia of the limb about its point of rotation, not about its center of mass.

 To compute the energy dissipated by viscous forces, we extract the damping moment from Equation 9 and integrate it according to Equation 10:

. (14)

Again observing that  ,

.

While this integral form may appear inconvenient, it has the intuitive interpretation that the energy dissipated by viscous effects increases both with the speed of a motion and its duration.

 To compute the potential energy of the system, we integrate the elastic and gravitational forces over the angular excursion of the joint,

.

This integral can be computed directly as

. (15)

These energy terms are summarized in Figure 1C of the manuscript. Figure 1C also establishes the color code to be used throughout the manuscript: Kinetic energy is shaded yellow, viscous energy is shaded orange, and potential energy is shaded red.

## 2. Characterizing oscillatory motion: Primer on linear vibration theory

 To better understand the motion of this simple limb model, we can apply linear vibration theory (*12*). This topic is a field in its own right; however, we briefly present four quantities that will facilitate our analysis of this system: the natural frequency, , at which the system resonates; the damping ratio, , which indicates whether the system vibrates when perturbed (i.e. its transient response); the amplitude of steady state vibration, ; and the phase angle lag of the steady state vibration relative to the input force, .

To compute the transient motion when the limb is not actuated, consider again the linear second-order differential equations in Equation 1 or Equation 9. Let us write them generally here, in terms of an equivalent mass, ; an equivalent damping, ; and an equivalent stiffness, . The source of these terms is irrelevant (e.g. from elastic or gravitational force). All that matters is that they are the coefficients for ,  , and , respectively. The equation of motion would be

. (16)

Let us normalize each term by mass,

. (17)

Let us define

 (18)

 (19)

where is the natural frequency of oscillation measured in radians per second, and is the damping ratio. Substituting Equations 18 and 19 into Equation 17,

. (20)

Solutions to Equation 20 can be found in any vibrations or systems engineering textbook (*12*). Here we present the underdamped and overdamped transient solutions:

The coefficients and are calculated from initial conditions. Based on the form of these equations, the solution oscillates if (i.e. the system is underdamped), but does not if (i.e. the system is overdamped). Example solutions are plotted in Figure S2A. In section 3.7, we will show that of the limb, and thus its transient motion when perturbed, is related to the length scale of the actuated limb.

 Let us consider the response of the mass-normalized system in Equation 17 to a periodic force with amplitude , frequency , and arbitrary phase,

. (23)

In steady state (i.e. after the transient response from Eq. 21 or 22 decays), the limb will oscillate at the same frequency as the periodic force, at magnitude and a phase angle behind the force,

, (24)

where

 (25)

. (26)

Equation 25 describes the relationship between the magnitude of the actuator force and the magnitude of the resulting limb motion. Figure S2B plots as a function of for several values of . If is sufficiently small, as , which represents resonance. For the limb to oscillate at resonance, very little actuation force is required. Figure S2B indicates that as , meaning that as the rate of oscillation increases, more actuator force is required for the same amplitude of motion. Finally, as , e.g. the applied force does not depend strongly on when is small. These trends indicate that if a limb is moved slowly relative to its natural frequency, then a finite amount of force is required; if a limb is moved at a frequency near its natural frequency, then almost no force is required; and if a limb is moved at a frequency above its natural frequency, then the force required increases with the movement speed (Figure S2C).

 Equation 26 describes the phase angle of the actuator force relative to the resulting limb motion. Figure S2D plots how depends on for a variety of values: when , ; when , . To more deeply investigate how describes the balance between inertial, viscous, and elastic and gravitational forces (and by extension, the balance between kinetic, viscous, and potential energy), Figure S3 provides a visualization of how is calculated. Consider the system with the parameter values in Figure S3A. These values can be used to plot each force as a vector. Because these forces must sum to the applied force (Equation 19), the angle of the resultant force vector relative to the displacement vector defines . Figure S3B illustrates this process, also called phasor analysis.

 Based on the steady-state limb response in Equation 24, we can compute both the amplitude and phase angle of each force. Because the elastic and gravitational forces depend on itself, the corresponding force has magnitude and phase , indicated by the green vector along the x-axis in Figure S3B. Differentiating with respect to time, we obtain

,

indicating that the viscous force has magnitude and phase . The viscous force is plotted as a red vector from the x-axis. Differentiating   with respect to time, we obtain

,

indicating that the inertial force has magnitude and phase . The inertial force is plotted as a blue vector from the x-axis. Summing these three vectors results in the applied force, plotted as a black dashed vector with the phase angle called out. Based on Figure S3B, we conclude that elastic and gravitational force dominates the dynamics of this limb when moving at this frequency, and predict that the limb displacement should be nearly in phase with the actuator force. Figure S3C plots simulation data showing that this is true.

 The phasor analysis enables us to determine which force (or form of energy) dominates a motion given its system parameters and the forcing frequency . Figure S3D-F shows the phasor diagram and simulation for a system in which is larger than the other parameters. Viscous force is the largest vector and the limb displacement is about behind the applied force. Figure S3G-I shows the phasor diagram and simulation for a system in which is larger than the other parameters. Inertial force is the largest vector and the limb displacement is about behind the applied force, as predicted.

Equation 26 indicates that the forcing frequency also contributes to which force (or form of energy) dominates a motion. Figure S3J-L shows the phasor diagram and simulation for a system with the same parameters as Figure S3D-F, but forced at 1/20th the original frequency. Because is lower in this case, the viscous force magnitude is smaller, changing the resultant force. Figure S3K shows that elastic and gravitational force dominate motion at this frequency (e.g. longest vector), and Figure S3L confirms that the limb displacement is nearly in phase with the force. Figure S3M-O shows results from the same system driven at a frequency 20 times higher than the original frequency. Now, Figure S3N shows that the inertial force is largest, producing motion that is almost behind the applied force. This analysis enables us to predict which force (or form of energy) will dominate a motion based solely on the limb’s mechanical parameters and the frequency at which it moves. We will show in the next section that the parameter values depend on an animal’s length scale.

 To facilitate the application of these ideas to the motion of jointed limbs, we make two remarks. First, all the equations in this section have been expressed in terms of the frequencies and . However, they can also be expressed in terms of periods and , respectively, where

and

.

Using these terms, we can discuss the impact of the duration of a motion rather than the speed of a motion . Furthermore, time can be nondimensionalized by expressing it in terms of the natural period . The second remark is that despite all the ideas in this section being presented in terms of linear motion for simplicity, they can be generalized to rotary motion.

## 3. Scaling of model parameters

Parameter values in this model do not depend on scale uniformly. Consequently, at different size and time ranges, the relative importance of each term changes, which further changes the response measures and . First, we will establish and justify the scaling of the parameters that relate to linear motion: , , and . In practice, calculating is facilitated by measuring and , and therefore scaling laws for and will be presented first, followed by those for . Next, we will leverage these scaling relationships to establish the scaling of the parameters that relate to rotary motion: , , , , and .

### 3.1. Scaling of linear inertia (mass)

 Mass is often assumed to scale with volume (*13*, *14*), that is,

, (27)

where represents the characteristic length of an animal and is the mass of an animal for which . One might assume that , the mass of a 1-meter cube with the density of water . However, using this value predicts that an animal that is 1 meter long (e.g. a large dog) would weigh 1000 kg, which is far too massive. Empirical collections of body mass versus length over size orders of magnitude indicate that mass scales in proportion to the volume of a *cylinder*, not a *cube*, such that is about 12 (*15*), much lower than the value of 1000 that one might assume from a simple cube volume calculation.

### 3.2. Scaling of linear stiffness

 Muscle stiffness is often assumed to scale with the cross-sectional area of the muscle, i.e. (*16*). However, we assume that muscle stiffness varies with its length,

, (28)

as suggested by other recent studies (*17*, *18*). This assumption is supported by two independent lines of reasoning, one from first principles of the mechanics of materials and one from empirical data of muscle force.

 First, one of the fundamental equations of the field of mechanics of materials is that a body strains proportionally to the stress applied to it,

, (29)

where is the applied stress, is the strain, and is Young’s modulus (*19*). The stress , force per area (i.e. pressure). The strain , the change in length normalized to the resting length. To reframe Equation 29 in terms of force rather than pressure, we will multiply by the cross-sectional area of the muscle. A muscle that is 1 meter long does not have a cross-sectional area of 1 meter squared (see argument in previous section), but rather approximately 12 x 10-3 meters squared (*15*). Accordingly, let us substitute into Equation 29,

. (30)

Equation 30 is Hooke’s Law describing how a spring produces force proportional to its stretch. The proportionality constant, in Equation 30, is the spring stiffness. Since is a constant bulk property of the material, Equation 30 implies that the stiffness of the muscle should increase proportional to its length, not .

 The second justification for assuming that comes from empirical studies of how maximum muscle force scales with body size (*20*). The author of (*20*) finds an animal’s muscle force is proportional to its body mass to the negative one-thirds power, implying that the maximum force scales with length to the two-thirds power. The author of (*20*) states that this limit is near the maximal stress of the muscle, implying that its passive elastic properties determine this upper limit (measurements of maximal stress are reported in that author’s previous work (*21*)). Combining these observations with Hooke’s Law,

,

where is an arbitrary constant that relates and . Based on dimensional analysis, we must conclude that ; otherwise, the units of the equation do not equate.

 Comparing Equations 28 and 30, we observe that for muscle. Muscle has a Young’s modulus on the order of 1 MPa (*20*, *21*). Because serial elastic elements (e.g. tendon and apodeme) are several orders of magnitude stiffer than muscle (*22*), they appear rigid in comparison. Thus, we set in our model.

### 3.3. Scaling of linear damping

Few studies measure joint damping due to the difficulty of measurement. As a result, it is uncertain how damping scales with length (*23*). However, we propose that damping should be proportional to length, as argued by a recent study (*17*). We will justify this assertion using first principles. Below, in the section entitled “scaling of rotary damping”, we provide further support for this assumption by demonstrating that it fits the available empirical data, spanning two orders of magnitude of length across insects and vertebrates.

 The viscous force acting on a solid body, e.g. the viscous drag on a muscle as it contracts through the surrounding fascia, is

, (31)

where is the density of the fluid,   is the relative speed of the body through the fluid, is the empirically determined coefficient of drag, and is the characteristic length of the system. We assume that the fluid is water (or a water-based solution, e.g. blood).

Let us introduce the Reynold’s number, , a dimensionless ratio between the inertia and viscosity of a fluid,

, (32)

where is the dynamic viscosity of the fluid. Flow is laminar if is small and flow is turbulent if is large. Because we assume joint damping is due to water-based solutions (i.e. large ) being squeezed through tiny spaces (i.e. small ), we further assume that is small. Empirical studies show that when is small, then in Equation 31 is inversely proportional to (*24*),

, (33)

where is a constant. Substituting Equations 32 and 33 into Equation 31 and simplifying, we find that

, (34)

where . Thus, Equation 34 shows that viscous force scales with length given our assumptions, and we must use empirical data to determine .

### 3.4. Scaling of rotary inertia (mass moment of inertia)

 Substituting the mass scaling relationship from Equation 27 into the expression for mass moment of inertia of a rigid rod from Equation 5, we obtain

. (35)

### 3.5. Scaling of rotary elastic stiffness

 Substituting the linear elastic stiffness relationship from Equation 28 into the expression for equivalent rotary elastic stiffness, we obtain

. (36)

Recall that corresponds to the lever arm of the muscle acting about the joint. Let us express as some fraction of the limb length,

, (37)

where . Substituting Equation 37 into Equation 36,

. (38)

Based on muscle attachments in dogs (*25*), rats (*26*), stick insects (*11*), and cockroaches (*27*), . Like , many equations will include an term, so for convenience, we set for this study.

Scaling in this way raises two concerns. First, empirical studies of mammalian species indicate that scales slightly faster than (i.e. , (*13*)). However, for simplicity, we assume that scales exactly with (i.e. we assume is constant). Because depends on but does not, scaling according to (*13*) would increase the importance of elastic potential energy within our framework, increasing the size of the quasi-static region. However, it should not affect the overall conceptual conclusions of our study. The second concern is that scaling with assumes that muscles are “wrapped” around leg joints such that their moment arms do not change with joint angle. While in some insect leg joints angle-dependent moment arms do impact the dynamics (*11*), in other leg joints the nonlinear properties of muscle compensate for the variable moment arms, maintaining constant stiffness over most of the joint’s range of motion (*9*). Furthermore, vertebrate muscles do wrap around their joints to maintain relatively constant muscle moment arms (*10*). Therefore, we believe our choice to model is justified, and leave it to future studies to consider different scaling relationships for .

### 3.6. Scaling of rotary gravitational stiffness

 When large animals walk, the pendulum-like dynamics during a leg’s swing phase impact motor output (*16*). As shown in Equation 7, the moment due to gravity acting on the limb can be treated as an equivalent spring. To calculate how this equivalent spring’s stiffness should scale with , we substitute Equation 27 into Equation 7, to obtain

. (39)

Note that scales with , but scales with . This difference supports the assertion (*16*) that the moment due to gravity should drive the swing phase of a large animal, but the moment due to elastic forces should initially drive (and eventually resist (*28*)) the swing phase of a small animal.

 To illustrate this difference across length scale, Figure S4 plots the fraction of a limb’s potential energy stored as gravitational energy and elastic energy *versus* length scale. At length scales of 2 cm and smaller, more than 90% of the potential energy is stored as elastic energy. Such a bias toward elastic potential energy explains the gravity-independent rest posture observed in stick insects (*16*). Furthermore, this balance explains why the joints of insects including cockroach (*16*), stick insect (*16*, *29*) and locust (*28*) return to a particular equilibrium angle independent of the direction of gravity. Figure S4 also predicts that larger animals store potential energy primarily as gravitational potential energy. When a patient passively hangs their tibia and foot off of a table and an experimenter raises it about the knee, about 75% of the potential energy stored in the system is stored as gravitational energy in the tibia and foot, and the rest is stored as elastic potential energy in the femoral muscles (*30*). Our model makes the same prediction (75% gravitational when = 60 cm).

 The difference in potential energy storage across scales has implications for control and dynamical scaling in general. Dimensionless parameters are often used to compare the motion of two differently-sized agents, for example two differently-sized animals, or an animal and a differently-sized robotic model (*14*, *31*). One example is the Strouhal number, which is the ratio between the natural period of a system and the period of a force applied to the system (*32*). A simple example of the logic behind such a comparison is that two differently sized pendula will resonate at different periods, and thus to achieve dynamically similar behaviour, each pendulum’s forcing period and natural period should have the same ratio.

Our assertion that elastic potential energy dominates in small animals and gravitational potential energy dominates in large animals complicates dynamical scaling. Figure S5 shows that for large, massive animals, the natural period ; but for small, less massive animals, the natural period . We believe this poses a challenge and an opportunity. These two regions of natural period scaling preclude using one simple ratio such as the Strouhal number to compare the motion of animals of drastically different size. However, by observing that these two regions exist, we expect that more insightful comparisons may be made between motions of differently sized animals or robots.

### 3.7. Scaling of rotary damping

 The rotary damping of a joint is calculated from the linear damping of the muscles in the same way that the rotary spring stiffness is calculated. Substituting Equation 37 into Equation 6, we obtain,

. (40)

Some studies report the damping ratio, , instead of the absolute damping parameter, . Therefore, we derive a scaling law for based on how , , , and scale with . Inserting these terms into Equation 19 and simplifying, we obtain

. (41)

Equation 41 indicates that when is small, . This is consistent with a related study that predicted the scaling of damping for small insects (*17*). However, Equation 41 indicates that when becomes large, . To support Equations 40 and 41, we found five studies that measured the damping ratio in six leg joints across two orders of magnitude of (cockroach femur-tibia joint, (*23*); locust femur-tibia joint, (*9*); human finger, (*33*); human ankle, (*34*); human knee and hip, (*30*)). Figure S6 shows the range of damping ratio presented for each study as a function of the length scale of the actuated limb. An approximate inverse relationship is apparent. To calculate the baseline damping parameter for our model, we performed a least-squares fit of Equation 41 to these data. Using and , we calculated . Figure S6 shows this curve of best fit. The goodness of fit supports our scaling law for joint damping, which was based on first principles of fluid mechanics. Future measurements of joint damping in diverse species across a broad length scale will deepen understanding of how biomechanical systems dissipate energy.

## 4. Phase angle depends strongly on length and time scale of motion

To predict which energy term (kinetic, viscous, or potential) dominates steady state periodic motion at different size and time scales, we combine the phase angle analysis from section 2 and the parameter scaling laws from section 3. We will divide motions into three regions: Quasi-static, where ; Viscous, where ; and Kinetic, where . The boundaries between these regions are functions of the period of motion and the length scale of the limb . To determine these boundaries, we will substitute scaling laws for , , and into Equation 26, set equal to the boundary values, and solve for in terms of and the parameters of our model (i.e. , , , , and ).

To compute as a function of and , we substitute the scaling laws from Equations 35, 38, 39, and 40 into equation 26,

. (42)

To solve for the boundary between the quasi-static and viscous region, we could set and solve. However, the tangent is a transcendental function, which will complicate analysis. Thus, we instead set , such that . Making this substitution into Equation 42 and solving for ,

, (43)

where the subscript “qv” represents the quasi-static/viscous transition. Figure S7 plots this continuous curve in the space. To derive a simplified boundary with which to rapidly check if a motion is quasi-static or viscous, we observe that the curve approaches an asymptote as becomes small. We calculate this boundary to be

. (44)

Remarkably, Equation 44 suggests that for small limbs (i.e. less than 1 cm), periodic motions with a period shorter than should be viscous, no matter how small the limb.

 To solve for the boundary between the viscous and kinetic region, we could set and solve. However, by a similar argument as above, we set , such that . Making this substitution into Equation 42 and solving for ,

, (45)

Where the subscript “vk” represents the viscous/kinetic transition. Figure S7 plots this continuous curve in the space. To derive a simplified boundary with which to rapidly check if a motion is viscous or kinetic, we observe that the curve approaches an asymptote as . Taking this limit,

. (46)

Equation 46 provides an approximate boundary that can be used to quickly test if the motion of a small limb (i.e. smaller than 1 cm) is viscous () or kinetic ().

 To solve for the boundary between the quasi-static and kinetic region, we recognize that this boundary describes resonance, where , and thus the denominator of Equation 42 must equal 0. Setting the denominator equal to 0 and solving for ,

. (47)

Figure S7 plots each of the boundaries derived in this section and their approximations. These boundaries predict whether kinetic, viscous, or potential energy dominates a limb’s motion based on the length of the limb and the temporal period of the motion.

## 5. Simulations

To calculate how an appendage responds to a perturbation, we numerically simulated the appendage’s dynamics using Matlab’s ode15s function (The Mathworks, Natick, MA). To quickly and clearly reveal the impact of perturbation, each simulation’s initial displacement and velocity were calculated such that the appendage began in steady state. Each perturbation was applied as a “step” with a magnitude 20% of the driving moment and a duration of one half of one period, . It was applied when the appendage reached its greatest negative velocity. The code to run these simulations and generate Figures 2, 3, and 4 can be downloaded https://github.com/nss36/rotaryJointScaling.git.

## 6. Animal behaviors

 To populate Figure 4 in the manuscript with animal behaviors, we located studies that took measurements of an animal’s motion “across all behavioral speeds”. For example, a study that measured how a species’ interleg coordination varies with walking speed inherently reported the behaviorally relevant range of walking speeds that the animal exhibits. Table 1 lists the species we included, their minimum and maximum cycle periods, the reference for these values, and the figure or table from which the values were extracted. The data listed primarily apply to legged locomotion, with exceptions noted in the species column.

# Figures



Figure S1 – Plots quantifying error introduced into our model by small angle approximation. A. Plot of the percent error between and , . B. Multiplicative impact on the model’s inertia of assuming . By approximating the rotary elastic potential energy as instead of , and computing the kinetic energy exactly as , the model underestimates the inertia present in the system at extreme angles, . C. The underestimation of inertia averaged over the entire range of motion, , reveals that the model approximates limb inertia to within 75% of its actual value for large amplitude oscillations, and is much more accurate for smaller ranges of motion.



Figure S2 – The transient and steady state responses of the limb depend heavily on the damping ratio . A. If , the transient response contains oscillation. If , the transient response contains no oscillation. The larger becomes, the more slowly the system returns to equilibrium. B. If , the motion in response to periodic forcing near the natural frequency is amplified. If , no such amplification takes place. For all values of , motions much slower than the natural frequency are proportional to the applied force (i.e. as ). Furthermore, the amplitude in response to forcing faster than the natural frequency approaches 0. C. Inverting as plotted in B. reveals the force required for oscillation with 1 radian amplitude. Forcing the limb faster than the natural frequency requires ever-increasing force, explaining why rapid motions are limited by muscle and bone stress, whereas slow motions are not (See Figure 4 in the manuscript). D. For all values of , as and as . As increases, the range of over which increases, indicating a larger viscous region.



Figure S3 – The dominant force in a behavior depends on both the system parameters and the speed (i.e. frequency) of motion. A. Stiffness is greater than mass and damping. B. When forced at 1 radian/second, elastic force dominates, predicting motion in phase with the force. C. Simulation confirms that motion is in phase with the force. D. Damping is greater than mass and stiffness. E. When forced at 1 radian/second, viscous force dominates, predicting motion that lags 90 degrees behind the force. F. Simulation confirms that motion lags 90 degrees behind the force. G. Mass is greater than damping and stiffness. H. When forced at 1 radian/second, inertial force dominates, predicting motion out of phase with the force. I. Simulation confirms that motion is out of phase with the force. J. Damping is greater than mass and stiffness, as in D. K. When forced at 0.05 radians/second (20 times slower than the frequency in D), elastic force dominates, predicting motion in phase with the force. L. Simulation confirms that motion is in phase with the force. M. Damping is greater than mass and stiffness, as in D. and J. N. When forced at 20 radians/second (20 times faster than the frequency in D), inertial force dominates, predicting motion out of phase with the force. O. Simulation confirms that motion is out of phase with the force.



Figure S4 – Plot of the relative contribution of elastic (red) and gravitational (blue) potential energy to a system as a function of its length . For small animals, most of the limb’s potential energy is stored in elastic elements; for large animals, most of the limb’s potential energy is stored in the posture of the leg.



Figure S5 – The natural period does not scale uniformly with . When potential energy is stored primarily as elastic potential energy (), . In contrast, when potential energy is stored primarily as gravitational energy (), .



Figure S6 – Our scaling law for from Equation 41 captures the trend of reported values for joint damping in several species and leg joints. Each reported value is plotted as a blue circle; the range of reported values is plotted as error bars; the model prediction is plotted as a red line. Published measurements, from left to right: Cockroach femur-tibia joint (*23*); Locust femur-tibia joint (*9*); human finger (*33*); human ankle (*34*); human knee (*30*); and human hip (*30*).



Figure S7 – Plot illustrating boundaries between quasi-static (red, ), viscous (orange, ), and kinetic (yellow, ) regions. The level curve at which , computed by Equation 43, is plotted in white. The level curve at which , computed by Equation 45 is also plotted in white. The approximations of these boundaries (Equations 44, 46 and 47) are plotted in black. These approximations are useful because their formulations are much simpler than the exact boundaries, enabling one to evaluate the region of a behavior without complicated calculations. The boundary between the quasi-static and viscous regions in the limit as , computed by Equation 44, is plotted as a dashed black line. The boundary between the viscous and kinetic regions in the limit as , computed by equation 46, is plotted as a dash-dotted black line. The boundary between the quasi-static and kinetic regions, computed by equation 47, is plotted as a solid black line.

# Tables

Table 1 – Table of rhythmic animal motions and their period. Each row contains data from walking unless otherwise indicated. Each species has a minimum and maximum period of motion, reported in seconds. The reference and the figure or table from which each value was drawn is listed for each value.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Species | Min (s) | Max (s) | Reference | Location |
| Elephant | 500 x 10-3 | 5 | (*35*) | Tab. 2 |
| Horse | 440 x 10-3 | 900 x 10-3 | (*36*) | Body text |
| Emu | 250 x 10-3 | 1 | (*37*) | Fig. 4 |
| Human | 500 x 10-3 | 1 | (*38*) | Fig. 1 |
| Red kangaroo | 450 x 10-3‡ | - | (*39*) | Fig. 9.3 |
| Cat | 250 x 10-3 | 700 x 10-3 | (*40*) | Fig. 2 |
| Spring hare | 330 x 10-3‡ | - | (*41*) | Fig. 11 |
| Kangaroo rat | 285 x 10-3‡ | - | (*39*) | Fig. 9.5 |
| Human (finger tap) | 37 x 10-3\* | 1\*\* | (*42*) | Fig. 3 |
| Rat | 200 x 10-3 | 600 x 10-3 | (*43*) | Fig. 6 |
| Stick insect | 600 x 10-3 | 1.8 | (*7*) | Tab. 1 |
| Hopping mouse | 160 x 10-3‡ | - | (*39*) | Fig. 9.4 |
| Mouse | 100 x 10-3 | 330 x 10-3 | (*44*) | Fig. 2 |
| Sea slug (grasp) | 1.25 | 5 | (*45*) | Fig. 15 |
| Discoid cockroach | 67 x 10-3 | 250 x 10-3 | (*46*) | Fig. 5 |
| American cockroach | 44 x 10-3 | 667 x 10-3 | (*47*) | Figs. 1, 4 |
| Tiger beetle | 56 x 10-3 | 200 x 10-3 | (*48*) | Body text |
| Mite | 25 x 10-3† | 200 x 10-3 | (*49*) | Fig. 2 |
| Fruit fly | 50 x 10-3 | 130 x 10-3 | (*50*) | Fig. 3 |

\* World’s fastest telegrapher, Teddy McElroy, is recorded as transmitting 77 words per minute (*51*). Assuming an average of 6 characters per word with one space between words and 3 taps per letter, we calculate .

\*\* A human can volitionally drive their finger at an arbitrarily long period, but we chose 1 second as a functionally relevant maximum value. Figure 4 in the manuscript demonstrates that any motions with a longer period would exist in the quasi-static region.

† The authors of this study report that this species can step at higher frequencies when artificially heated high temperatures. To better compare naturalistic behaviors, we only use data at temperatures below 30 degrees Celsius.

‡ Because this species hops at a preferred resonant frequency, this value ±5% was plotted in Figure 4.
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