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A color image encryption algorithm with a novel coupled chaotic system and 3D-DCT

Abstract

In order to improve the security of image transmission and reduce the complexity of encryption algorithm, an efficient color image encryption algorithm is developed based on 3D-DCT and coupled chaotic system. Firstly, the plain color image is decomposed into three grayscale plain images, which are transformed by DCT to obtain the corresponding frequency coefficient matrices. Then, the novel 2-D chaotic system is designed and used to generate the embedded matrices, which is implanted to the frequency coefficient matrices and forms the embedded frequency coefficient matrices. And then, the embedded matrices were scrambled and encrypted by Diagonal scrambling method and the encryption matrix generated by the 2-D chaotic system respectively, which resulted in the production of the ultimate color cipher image. In order to meet the requirement of the era of big data, the hash function SHA-256 is introduced to generate the key of encryption algorithm. This scheme is thoroughly validated on different sized plain-images with modern statistical analyses to prove the security and sensitivity. Eventually, compared with other schemes further demonstrates its competence and superiority in robustness and anti-interference.
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1. Introduction

With the development of network technology, multimedia information transmission is becoming more and more common, and image transmission security is also facing various forms of threats, such as differential attack, chosen plaintext attack[1-3], violent resolution, etc. Therefore, ensuring the security of image transmission is the research direction of many scholars in recent years[4, 5].

Different from text information, traditional information encryption techniques such as RSA, AES, IDEA[6-8] are not suitable for image transmission due to the large amount of image data and the strong correlation between adjacent pixels[4, 9]. In 1990s, Matthews and Robert proposed a chaotic sequence cipher scheme based on Logistic map. Since then, the image encryption algorithm based on chaotic mapping has been widely used in the field of image encryption[10-12]. Because the chaotic system has the characteristics of pseudo-random, unpredictable, initial value and parameter sensitivity, so researchers construct a variety of image encryption algorithms. Yao et al. [13] introduce an algorithm using 4-pixel structure based on chaotic systems. In the confusion stage, a new structure is used to scramble the pixel position, and the chaotic sequence generated by the linear chaotic system is used to encrypt the pixel value to obtain the final ciphertext image. Zhao et al. [14] proposed an image encryption by using double chaotic system. Compared with the classical chaotic map, the proposed quadratic map has a larger Lyapunov exponent, which means it has better chaotic characteristics and unpredictability. Nevertheless, low-dimensional chaotic map systems have shortcoming of a limited range of chaotic sequences and poor safety, while high-dimensional chaotic systems have more parameters, large chaotic sequence space[11, 15-17]. Wang et al. [18] used a six-dimensional hyperchaotic image encryption algorithm based on DNA operation and bit level alignment, and the horizontal displacement makes the algorithm has better security.

In addition, many image encryption schemes in spatial and frequency domains have been proposed. First, use various transforms, such as the fast Fourier transform(FFT)[18], discrete wavelet transform(DWT)[19], Discrete Cosine Transform (DCT)[20] to map the plain image to a frequency coefficient matrix,
then these coefficients are scrambled, the corresponding inverse transform is performed on the scrambled coefficient matrix to generate the final cipher image. Cheng et al. [21] proposed an image hiding algorithm based on DCT, however, the algorithm encrypts and embeds single images, which cannot meet the requirement of the era of big data. Wang et al. [22] proposed an image encryption and hiding algorithm based compressive sensing (CS) and DCT transform. First, the grayscale plain images are represented by the DWT, then the sparse matrices are scrambled by the index sort scrambling and zigzag scrambling. The measurement matrix generated by the 2D chaotic system. Finally, the compressed matrices are embedded into a color carrier image using 3D DCT to get a cipher image.

To summarize the above, in order to improve the security and reduce the complexity of chaotic system, an image encryption algorithm based on 3D DCT and coupled chaotic system is proposed. The new 2D chaotic system based on combination of Logistic mapping and Henon mapping, which is analyzed with Lyapunov exponent, numerical change rate, bifurcation diagram. The results showed improved chaotic mapping exhibits better chaotic characteristics and random. Based on the new 2D chaotic mapping, we generated embedding matrices and encryption matrices. In addition, a new scrambling algorithm is proposed. Compared with the traditional algorithm, as Arnold scrambling[23], circular scrambling and zigzag scrambling[24], the pixel position transformation is more random and unrecoverable. After the image is destroyed, most of the effective information can be retained, and it is visually imperceptible. In the encryption process, the preprocessed scrambled image is transformed into the frequency domain through 3D DCT, and the embedding matrix generated by the 2D chaotic system is embedded into the frequency domain image. By embedding the encryption matrix in the frequency domain, better encryption quality and visual security can be provided, and better robustness can also be obtained. Then the final ciphertext image is obtained by combining IDCT operation and encryption matrix. The simulation results show that compared with other algorithms, this algorithm has better encryption characteristics, larger key space and security.
2. Relevant knowledge

2.1 Logistic mapping

Logistic is one-dimensional chaotic system, although the mathematical form of the Logistic is simple, its dynamic behavior is complex, so it is widely used in the field of chaos[25]. It is described as Eq.(1):

\[ x_{i+1} = ux_i(1 - x_i) \]  
\[ (1) \]

where, \( u \) is the parameter of Logistic system, \( x_i \) is the chaotic sequence of the system. Where \( u \in (3.56, 4) \), the system is chaotic state. The bifurcation diagram and the Lyapunov exponent are shown in Fig.1.

![Figure 1](image)

- a) Bifurcation diagram
- b) Lyapunov exponent diagram

2.2 Henon mapping

Henon is two-dimensional chaotic mapping, it has the characteristic of the simplicity, power spectrum density uniformity, and good relevance[26], etc. The corresponding mathematical is defined in Eq.(2):

\[
\begin{cases}
    x_{n+1} = y_n - a \times x_n^2 + 1 \\
    y_{n+1} = b \times x_n
\end{cases}
\]  
\[ (2) \]
where, \( a \) and \( b \) are the parameters of system. The bifurcation diagram and the Lyapunov exponent distribution of the Henon mapping are shown in Fig.2. The diagram shows that when \( a \in (1.07,1.4), b=0.3 \), the system is chaotic.

![Bifurcation Diagram and Lyapunov Exponent Diagram](image)

**Figure 2.** (a) Bifurcation diagram; (b) Lyapunov exponent diagram

### 2.3 Improved chaotic system based on Logistic and Henon mapping

Logistic and Henon have the following problems. For example, the sequences they generate have a strong correlation generally, the key space is small and the security is poor. In order to overcome these shortcomings, we propose a new 2D chaotic mapping system, which has better ergodicity and randomness, and improves the key space and security, as shown in Eq.(3).

\[
f(x_{n+1}, y_{n+1}) = \left\{ \begin{array}{l} \sin\left(\frac{y_n^2}{x_n} - a \times x_n^2 + a \right) \\ \frac{\pi}{2} \times \arcsin(\cos(b \times x_n)) \end{array} \right. \\
\]

(3)

Fig.3 demonstrates the bifurcation diagram and Lyapunov exponent of the improved chaotic system based on Logistic and Henon mapping. Fig.3a shows the bifurcation diagram of the new chaotic system, which is more random and better chaotic characteristics than that of Logistic and Henon systems. Fig.3b and Fig.3c show the Lyapunov exponents of chaotic system parameters \( a \) and \( b \). In order to make the system have better chaotic characteristics, we set the parameters \( a \in (0.3,3.1) \), \( b \in (5,7) \). It is obvious that the parameter range of improved chaotic system has been significantly improved.
A good chaotic system should have the characteristics of initial value sensitivity and parameter sensitivity. Fig. 4 shows the iterative trajectory diagram of small changes in the initial value of the system. We set parameters and initial values $x_0=0.256$, $y_0=0.3218$, $a=2.5$, $b=6.8$. Fig. 4a and Fig. 4b respectively show the mapping trajectories when $x_0=0.256+10^{-14}$ and $y_0=0.3218+10^{-14}$, which show the figure that after a few iterations, the sequence is very different, indicating that the system has a strong initial value sensitivity.

When the initial parameters $a = 1$ and $b = 3$ of the chaotic system are set, Fig. 5a and Fig. 5b show the data change rate of the chaotic sequence when the system parameters $a$ and $b$ are slightly changed. It can be seen that the new chaotic sequence has good randomness and unpredictability compared with Logistic and Henon mapping.
3. Algorithm description

3.1 SHA-256 function

In order to improve the security of the algorithm and the correlation between key and plaintext image, the algorithm uses hash function to generate system parameters and encryption. Divide the 265-bit key K into 8-bit blocks, which can be express as K=k_1, k_2, ..., k_32, the parameters are generated according to the following Eq.(4) and Eq.(5):

\[
\begin{align*}
    x_0 &= \text{mod}(\text{floor}(k_1 \oplus k_2 \oplus ... \oplus k_8) \times 2^{10,256}) \\
    y_0 &= \text{mod}(\text{floor}(k_9 \oplus k_{10} \oplus ... \oplus k_{16}) \times 2^{10,256}) \\
    a &= \frac{\text{mod}(\text{fix}(k_17 \oplus k_{18} \oplus ... \oplus k_{24}) \times 2^{10,256}) + x_0}{256} \\
    b &= \frac{\text{mod}(\text{fix}(k_{25} \oplus k_{26} \oplus ... \oplus k_{32}) \times 2^{10,256}) + y_0}{256}
\end{align*}
\]

where, \( x_0, y_0, a \) and \( b \) are the initial value and parameters of the system. Where mod is the modulus operation and floor(x) mean the largest integer not greater than x, fix(x) means rounding to the nearest integer.

3.2 Diagonal scrambling

In this paper, we propose a new scrambling algorithm. The image pixels are scrambled in turn along the diagonal direction. First, the pixels in the upper triangular position are scrambled from top to bottom along the main diagonal.
direction, and then the pixels in the lower triangular position are scrambled from bottom to top along the diagonal direction. The confusion diagram is shown in Fig. 6.

![Figure 6. Scrambling method](image)

After the diagonal is scrambled, the position of the pixel can be effectively changed. Fig. 7 shows the recovery effect when the ciphertext image information is lost, which can still effectively restore the plaintext information after the image is destroyed.

![Figure 7. Scrambling performance of diagonal scrambling](image)

### 3.3 3D DCT

DCT is Discrete Cosine Transform, signals in spatial domain are converted to frequency domain by sine function, which has good decorrelation performance and is mainly used to compress data or images. In this paper, 3D DCT transform is used to embed matrix in each channel of image. Firstly, 2D DCT transform is performed on the image, and then 1D DCT transform is performed again on this basis. 3D DCT transform and inverse transform are shown in Eq.(6)(7)(8), the size of three-dimensional matrix is \( n_x \), \( n_y \), \( n_z \). \( f(x,y,z) \) represents the function value of a three-dimensional matrix at \( (x,y,z) \), \( F(x,y,z) \) represents the coefficients after applying the 3D DCT.
\[ F(e, u, v) = C(e)C(u)C(v) \sum_{x=0}^{n-1} \sum_{y=0}^{n-1} \sum_{z=0}^{n-1} f(x, y, z) \cdot g(x, y, z) \quad (6) \]

\[ f(x, y, z) = \sum_{x=0}^{n-1} \sum_{y=0}^{n-1} \sum_{z=0}^{n-1} C(e)C(u)C(v)F(e, u, v) \cdot g(x, y, z) \quad (7) \]

Where,

\[
C(e) = \begin{cases} \sqrt{1/n_x}, & e = 0 \\ \sqrt{2/n_x}, & e \neq 0 \end{cases}
\]

\[
C(u) = \begin{cases} \sqrt{1/n_y}, & u = 0 \\ \sqrt{2/n_y}, & u \neq 0 \end{cases}
\]

\[
C(v) = \begin{cases} \sqrt{1/n_z}, & v = 0 \\ \sqrt{2/n_z}, & v \neq 0 \end{cases}
\]

\[ g(x, y, z) = \frac{(2x+1)e\pi}{2n_x} \frac{(2y+1)u\pi}{2n_y} \frac{(2z+1)v\pi}{2n_z} \]

3.4 The encryption algorithm

In order to reduce the correlation between images and enhance the security of encryption algorithm, this paper mainly divides the encryption operation into two parts: frequency domain embedding and encryption. The flow chart of the encryption algorithm is shown in Fig.8. In the frequency domain embedding part, the specific operation is as follows:

**Step 1.** The R, G and B channels of plain image \( I(m \times n \times 3) \) are separated, and 8x8 data block is separated. When the plaintext image cannot be divided by 8, the image is filled with 0. DCT transform the image according to 8x8 data block to get \( f_r, f_g, f_b \).

**Step 2.** Iteration \( m \times n + 1000 \) times for chaotic sequence \( x_n, y_n \). To avoid the instantaneous effect, discard the first 1000 values and do the following for the sequence to get embedding matrices \( E'_1, E'_2, E'_3 \) and encryption matrices \( P'_1, P'_2, P'_3 \).

\[
\begin{align*}
E'_n &= mod(floor(abs(x_i + y_i) + floor(x_i + y_i) \times 10^{14}), 2^{10}), n = 1, 2, 3 \\
P'_n &= mod(floor(abs(y_i - x_i) - floor(y_i - x_i) \times 10^{14}), 2^8), n = 1, 2, 3
\end{align*}
\]

**Step 3.** The \( E'_1, E'_2, E'_3 \) is correspondingly embedded into \( f_r, f_g, f_b \) to get ciphertext image of R, G and B channels, which are expressed as \( I_R, I_G \) and \( I_B \). where, \( \alpha \) is the gain factor, which can adjust the embedding intensity, it can be
adjusted according to the embedding effect.

\[
\begin{align*}
I_R &= f_r + \alpha \times E_1' \\
I_G &= f_g + \alpha \times E_2' \\
I_B &= f_b + \alpha \times E_3'
\end{align*}
\] (10)

**Step 4.** The 3D inverse discrete cosine transform (IDCT3) is applied to the three-dimensional matrix \(I_{RGB}\) to get cipher image in frequency domain \(S'(m \times n \times 3)\), it is expressed as Eq.(11):

\[
S' = \text{floor}(\text{IDCT}(I_{RGB}))
\] (11)

After the frequency domain operation, the frequency domain cipher is scrambled and encrypted, the specific steps are as follows:

**Step 1.** The three channels of \(S'\) are separated into \(S'_R\), \(S'_G\) and \(S'_B\). The scrambling matrix \(S_R\), \(S_G\) and \(S_B\) are obtained by diagonal scrambling operation and the size is \(m \times n\).

**Step 2.** The encryption matrices \(P'_1\), \(P'_2\), \(P'_3\) are using encrypt \(S_R\), \(S_G\), \(S_B\) respectively, the operation as follow Eq.(12):

\[
\begin{align*}
M_R &= \text{bitxor}(S_R, P'_1) \\
M_G &= \text{bitxor}(S_G, P'_2) \\
M_B &= \text{bitxor}(S_B, P'_3)
\end{align*}
\] (12)

**Step 3.** The image \(M_{RGB}\) obtained in Step 2 is subjected to a bit shifting operation, so as to obtain the final encrypted image \(M\).
4. Experimental results and safety analysis

The experimental simulation test is based on MATLAB R2020, the computer is configured with 1.6GHz CPU and 16GB memory, and the operation system is Microsoft Windows 10. During the encryption process, the initial values $x_0=0.256$, $y_0=0.3218$, the parameters $a=2.5$, $b=6.82$, and the gain factor $\alpha=0.15$. Fig 9 is the encryption results of four different color images using this encryption algorithm, namely Lena (512 × 512), Car (320 × 256), White (512 × 512), Black (512 × 512).

![Encryption Results](image)

**Figure 9.** (a), (e), (i), (k) are plain images; (b), (f) are scrambling images; (c), (g), (j), (l) are encryption images; (d), (h) are decryption images.

In Fig.9a, e, i, k are plaintext images, b and f are images after diagonal scrambling, c, g, j and l are the encrypted images, d and h are decrypted images of ciphertext images. It can be seen from Fig.9 that after scrambling operation, the image information is effectively scrambled at the visual level, and the encryption algorithm has a good encryption effect on various sizes of images. After inputting the correct key, the decrypted image can be obtained.
4.1 Key space analysis

The key space size has an impact on the performance of the cryptographic algorithm, and a great image encryption algorithm must have a large key space to resisting violent attacks.

In this paper, the initial values $x_0$ and $y_0$ are also the key to the encryption, in addition to the control parameters $a$ and $b$, and the gain function $\alpha$. The key space of each key is set to $10^{14}$ and the calculation of the key space is as follows:

$$\text{Key space} = 10^{14} \times 10^{14} \times 10^{14} \times 10^{14} \times 10^{14} = 10^{70} \approx 2^{232} \gg 2^{128}$$

The result shows the description of the security of the algorithm is good and could resist the violent attack.

4.2 Differential attack analysis

Differential attack is a way to attack the encryption algorithm that is performed by the comparison and analysis of specific differences in plaintext in terms of change propagated through the encryption. Therefore, in order to resist the differential attack, it is necessary to reduce the correlation between the plaintext image and the ciphertext image, if the plaintext image changes very little, it can lead to great changes in the encrypted image. We use pixel change rate (NPCR) and average consistent change intensity (UACI) pairs to measure the ability of the encryption algorithm to resist differential attacks. For color images, NPCR and UACI are calculated as Eq.(13) and Eq.(14):

$$NPCR = \frac{1}{M \times N} \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} D(i,j) \times 100\% \quad (13)$$

$$UACI = \frac{1}{M \times N} \left[ \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} \frac{|C_1(i,j) - C_2(i,j)|}{255} \right] \quad (14)$$

Where $M$ represents the length of the image and $N$ represents the width of the image. $C_1$ represents the encrypted image corresponding to the plaintext image, and $C_2$ represents the encrypted image after changing a randomly selected pixel value of the plain images. For matrix $D$ is expressed as Eq.(15).

$$D(i,j) = \begin{cases} 0, & C_1(i,j) = C_2(i,j) \\ 1, & C_1(i,j) \neq C_2(i,j) \end{cases} \quad (15)$$
There are two random images. For any position, the probability that the pixel values of the two images are the same at this position is \( p = 1 / 256 \), and the probability that they are different is \( p' = 1 - p = 255 / 256 \). Therefore, the ideal expected value of NPCR is 99.6094%.

Even if the pixels in all positions of the two images are not equal, that is, NPCR = 100%, the difference between the two images is still small if the pixel values of their corresponding positions are very small. So, using NPCR alone cannot accurately describe the difference. Therefore, UACI is used to describe the change intensity of pixel values.

Table 1 Values of NPCR and UACI

<table>
<thead>
<tr>
<th>Image</th>
<th>NPCR R</th>
<th>NPCR G</th>
<th>NPCR B</th>
<th>Average NPCR</th>
<th>UACI R</th>
<th>UACI G</th>
<th>UACI B</th>
<th>Average UACI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td>99.6162</td>
<td>99.6128</td>
<td>99.5949</td>
<td>99.6080</td>
<td>32.9411</td>
<td>32.6818</td>
<td>31.6677</td>
<td>32.4302</td>
</tr>
<tr>
<td>Black</td>
<td>99.6195</td>
<td>99.6195</td>
<td>99.6195</td>
<td>99.6195</td>
<td>33.8147</td>
<td>33.8147</td>
<td>33.8147</td>
<td>33.8147</td>
</tr>
</tbody>
</table>

Table 2 Compare with other algorithms

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Average UACI</td>
<td>33.488</td>
<td>33.4983</td>
<td>33.4494</td>
<td>30.36</td>
<td>33.37</td>
<td>33.4646</td>
</tr>
</tbody>
</table>

It can be seen from Table.2 that the proposed encryption algorithm is very sensitive to tiny changes in the plain image, even if there is only a one-bit difference between two plain images, the encrypted images will be completely different, and the result shows that this scheme is superior to the other references. The proposed scheme can resist the attack difference and meet certain security requirements.

4.3 Histogram analysis

Histogram is the statistical feature of image pixel value and a form of image pixel distribution. It can display the distribution number of pixel points under each pixel value in the image. For a good image encryption algorithm, the image histogram corresponding to the ciphertext should be regional uniform, and the average degree of the histogram also shows the quality of the encryption algorithm. In Fig.10b, e, i and l show the histogram of plaintext image, and in
Fig. 10c, f, j and m show the histogram of their corresponding ciphertext. According to the histogram in Fig. 10, it can be clearly shown that compared with the plaintext image, the histogram of the ciphertext image encrypted by the encryption algorithm tends to be more average, indicating that the encryption algorithm has a good encryption effect.

![Fig. 10. Result of encryption](image)

### 4.4 Correlation analysis

In the plaintext images, the adjacent pixels in the horizontal, vertical and diagonal directions have high correlation. The attacker can recover the image, according to the analysis of the correlation of the plaintext image. Therefore, as an effective encryption algorithm, the correlation of the plaintext image should be eliminated, and the ciphertext image with low correlation should be generated after encryption. The calculation methods of correlation coefficients $r_{x,y}$ are as Eq.(16):
Where $x$ and $y$ are the gray values of adjacent pixels in the image, $E(x)$, $E(y)$ and $D(x)$, $D(y)$ represent the expectation and variance of variables $x$ and $y$, and $N$ represents the number of adjacent pixels selected when calculating the correlation.

In the analysis, 2500 pairs of adjacent pixels are selected from the plaintext image and the corresponding ciphertext image from the horizontal, vertical and diagonal directions respectively. The correlation coefficients and distribution of adjacent pixels of the plaintext image and the corresponding cipher image are as Fig.11:

Figure 11. Correlation between adjacent pixels. (a) Horizontal correlation for plain Lena. (b) Vertical correlation for plain Lena. (c) Diagonal correlation for plain Lena. (d) Horizontal correlation for cipher Lena. (e) Vertical correlation for cipher Lena. (f) Diagonal correlation for cipher Lena.

4.5 Information entropy analysis

Information entropy is often used to measure the randomness of the system. For information source $m$, the calculation formula of information entropy $H(m)$ is as Eq(17):
\[ H(m) = \sum_{i=0}^{2^n-1} p(m_i) \log \frac{1}{p(m_i)} \quad (17) \]

Here \( p(m_i) \) represents the probability of occurrence of gray value \( m_i \). For the real random signal \( 2^N \), its information entropy is \( N \). Therefore, for the gray random image with gray value of 255, its bit plane depth is 8, so its theoretical information entropy is 8. If its ciphertext \( H(m) \) information entropy is less than \( N \), it is predictable to a certain extent.

The entropy of the plain and cipher images is shown in Fig.12, and the comparison of other algorithms is illustrated in Table 3.

From the results, it can be seen that the value of information entropy of ciphertext images using the encryption algorithm is very close to the theoretical value, so the encryption algorithm has a good random distribution function for ciphertext images. In addition, the following table shows the comparison of the information entropy of the encryption algorithm with other encryption algorithms. It can be seen that the encryption algorithm is obviously stronger than other literature.

![Figure 12. Entropy of the plain and cipher images](image)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Information Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td>7.2718</td>
</tr>
<tr>
<td>Proposed Algorithm</td>
<td>7.9993</td>
</tr>
<tr>
<td>Ref.[27]</td>
<td>7.9974</td>
</tr>
<tr>
<td>Ref.[32]</td>
<td>7.9975</td>
</tr>
<tr>
<td>Ref.[33]</td>
<td>7.9880</td>
</tr>
<tr>
<td>Ref.[29]</td>
<td>7.9997</td>
</tr>
<tr>
<td>Ref.[34]</td>
<td>7.9973</td>
</tr>
</tbody>
</table>
5. Conclusion

This paper proposed a color image encryption algorithm based on 3D DCT and coupled chaotic system. Two sequences are generated using a new 2D chaotic mapping: one to generate the embedding matrix, the other is to get encryption matrix. Lyapunov exponents and numerical change rate illustrate that the chaotic system has good chaotic characteristics and pseudo-random. Combined with the new scrambling algorithm, the security of ciphertext image is greatly improved. The simulation results show that the algorithm significantly reduces the statistical characteristics of the image by frequency domain encryption. Correlation analysis of adjacent pixels shows that this algorithm can well reduce the correlation of adjacent pixels, indicating that the algorithm can well resist the chosen plaintext attack.

Finally, the transmission of images is often compressed and converted. Other encryption technique can be combined with frequency-domain encryption, so that the encryption algorithm anti-compression property. At the same time, it can reduce the noise interference in the process of image transmission, and achieve a more effective and safe encryption process.
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