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ABSTRACT

Generative adversarial networks (GANs) generate high-dimensional vector spaces (latent spaces) that can interchangeably represent vectors as images. Advancements have extended their ability to computationally generate images indistinguishable from real images such as faces, and more importantly, manipulate images using their inherit vector values in the latent space. This interchangeability of latent vector has the potential to calculate not only distance in the latent space, but also human perceptual and cognitive distance toward images, i.e., how humans perceive and recognize images. However, it is still unclear how the distance in the latent space corresponds to human perception and cognition. Our studies investigated the correspondence between latent vectors and human perception or cognition through psycho-visual experiments that manipulates the latent vectors of face images. In the perception study, a change perception (CP) task was utilized to examine whether participants could perceive visual changes in face images before and after moving an arbitrary distance in the latent space. In the cognition study, a face cognition (FC) task was utilized to examine whether the participants could recognize a face as the same, even after moving an arbitrary distance in the latent space. The results showed that CP and cognition for face images clearly correlates to the distance in the latent space, which can be modeled with a logistic function. We also investigated how the internal layered structure of the latent space correlates to human response by calculating the regression residual error in each layer. As a result, we observed different residual error trends pertaining to CP and FC. Our experiments show that the distance between face images in the latent space corresponds to human perception and cognition for visual changes in face imagery, and additionally indicates that perception and cognition correspond with the latent space differently.

By utilizing our methodology, it will be possible to interchangeably convert between the distance in the latent space and the metric of human perception and cognition, potentially leading to image processing that better reflects human perception and cognition.

Introduction

By projecting visual information into a vector space, we can computationally manipulate and edit visual information\textsuperscript{1–3}. Generative adversarial networks (GANs), including StyleGAN\textsuperscript{4}, enable us to represent various levels of visual information in a high-dimensional vector space (latent space) by training data, even with a complex distribution. An important property of the latent space is that low-level information such as texture and high-level information such as gender, facial expression, skin color, and posture for face images, can be represented as a vector\textsuperscript{5–8}. By transforming a vector in the space, the features in an interpretable image can be smoothly changed with a virtually infinite number of parametric properties\textsuperscript{5,6,8}. Image manipulation by transforming the latent vector enables new image editing and analysis in which various features and attributes are continuously manipulated\textsuperscript{9,10} (Fig. 1(A,B)).

However, the degree of correspondence between the generated latent space and human perception and cognition has been poorly investigated. In the training process of GANs\textsuperscript{4}, perceptual smoothness is taken into account such as perceptual path length (PPL), which is defined from other pre-trained Visual Geometry Group (VGG) architecture networks\textsuperscript{11} trained on ImageNet\textsuperscript{12} classification. Nevertheless, the correspondence between images generated from a latent space and the human perception and cognition has been confirmed only heuristically. While, the distance in a VGG feature space was used for “perceptual loss” for image regression problems\textsuperscript{13,14}, to reflect human perceptual response, Learned Perceptual Image Patch Similarity (LPIPS) was trained from actual human responses through a psychophysical study\textsuperscript{15}, which outperforms all previous
Figure 1. A) A conceptual schematic of a visual information arrangement in the latent space, where a vector in manifold representing a face image is constructed in a latent space of $18 \times 512$ dimensions. By interpolating the latent vectors along the vectors connecting arbitrary points in the latent space, we can generate an intermediate face of certain faces with arbitrary steps. B) Examples of the series of face image stimuli generated for the experiments. A face gradually morphs into another face as the difference in the latent vector $\Delta w$ increases. C-1) In a CP task, after 66 ms of a visual blank, one of the four face images is changed in accordance with $\Delta w$. Participants are asked to answer which face was changed. C-2) We investigated the correspondence between the CP rate (participants who perceived the change) and $\Delta w$. The results of logistic regression in CP clearly show the correlation between human CP and $\Delta w$. D-1) In a FC task, after a target pre-face is presented in a sequence, the target post-face image was presented again with the corresponding latent vector traveled $\Delta w$ from the initial presentation, i.e., the post-face would be some level of a similar face with pre-face. Participants were instructed to press a key when they recognized a face they had seen before. D-2) We also investigated the correspondence between face recognition rate (participants who recognized it to be the same face) and $\Delta w$. The results of logistic regression in face recognition rate clearly shows the correlation between human FC and $\Delta w$. 

metrics. The aforementioned research indicate that acquiring better metrics to represent human perception also benefits various applications. Previous research has proposed a methodology to show how visual information is internally represented in a GAN generator and discovered interpretable units in the network\textsuperscript{16}. Another study took advantage of GANs to continuously generate realistic images to examine the correlation between generated images and mental representations of visual experiences in terms of perceptual similarity and memory properties, and reported similarities with previous studies obtained with simpler visual stimuli\textsuperscript{17}. In addition to improving the quality of the images generated by GANs, they presented a new experimental approach to cognitive science by generating continuously changing visual stimuli in a latent space composed of meaningful information structures\textsuperscript{18}. Previous studies have revealed the relationship between human perception and cognitive response to the distance in stimulus space with continuously generated visual stimulus such as colors\textsuperscript{19,20}. Likewise, we hypothesize that generating continuous infinite face image stimuli (which have more complex structures) would enable us to investigate the relationship between human perception (Fig. 1(C)) and cognitive (Fig. 1(D)) response with a latent space.

Furthermore, building upon previous research that correlates trained networks with human perception and cognitive responses\textsuperscript{17,21}, we conducted visual psychological experiments using visual stimuli generated from latent vectors of GANs to measure human perceptual and cognitive responses to visual stimuli. The purpose of this study is to model the correspondence between the distance in the latent space to human perceptual and cognitive properties. A new metric, the corresponding
distance in the latent space, which is a common attribute found in all images unlike other properties, can be introduced when expressing the perceptual or cognitive distance of visual stimuli by using the results of this study. This will not only be useful for manipulating images when considering human perceptual and cognitive distances, but will also provide a common attribute for further cognitive science experiments. To investigate the relationship between the distance in the latent space and human visual perceptual and cognitive properties, we focused on face images, conducting both a change perception (CP) task, which is based on the change blindness paradigm\textsuperscript{22}, to investigate perception and a face cognition (FC) task, which is based on the Exposure Based Face Memory Test\textsuperscript{23} and image memory game\textsuperscript{24} to investigate cognition.

In the CP task (Fig. 2), which investigated human perception, we focused on the perceptual visual comparison ability to perceive visual changes after movement in the latent space as an evaluation index. To investigate this CP, we introduced a short visual occlusion as the change blindness paradigm\textsuperscript{22}, that is, the visual transient is concealed and motion perception is suppressed. In the initial process of visual information processing, almost all visual information is first stored in the iconic memory register, which has the characteristic of being retained for a short period of time, approximately 300 ms\textsuperscript{25}. After that, the information undergoes pattern recognition processing and is transferred to the visual short-term memory\textsuperscript{26}. In the change blindness paradigm, since motion perception is suppressed by the occlusion of the visual transient, which should be a cue for CP\textsuperscript{27}, the iconic memory can be overwritten with the target visual information (since there is no retention gain from attention), and thus, the change can be hardly founded\textsuperscript{28,29}. By exploiting this human perceptual behavior, i.e., perceptual metric, the intensity of face CP independent of motion perception can be determined by examining the CP rate in the CP task relative to the amount of image change. Specifically, four face images were displayed while the participants were gazing at the center of the display. After 66 ms of a visual blank, one of the four face images is changed corresponding to a certain distance in the latent space. Participants are asked to answer which face was changed by pressing the respective key [1–4] or [0] if they deemed none were changed.

In the FC task (Fig. 3), which investigated human cognition, we focused on the perceptual visual comparison ability to perceive visual changes after movement in the latent space as an evaluation index. To investigate this CP, we introduced a short visual occlusion as the change blindness paradigm\textsuperscript{22}, that is, the visual transient is concealed and motion perception is suppressed. In the initial process of visual information processing, almost all visual information is first stored in the iconic memory register, which has the characteristic of being retained for a short period of time, approximately 300 ms\textsuperscript{25}. After that, the information undergoes pattern recognition processing and is transferred to the visual short-term memory\textsuperscript{26}. In the change blindness paradigm, since motion perception is suppressed by the occlusion of the visual transient, which should be a cue for CP\textsuperscript{27}, the iconic memory can be overwritten with the target visual information (since there is no retention gain from attention), and thus, the change can be hardly founded\textsuperscript{28,29}. By exploiting this human perceptual behavior, i.e., perceptual metric, the intensity of face CP independent of motion perception can be determined by examining the CP rate in the CP task relative to the amount of image change. Specifically, four face images were displayed while the participants were gazing at the center of the display. After 66 ms of a visual blank, one of the four face images is changed corresponding to a certain distance in the latent space. Participants are asked to answer which face was changed by pressing the respective key. Then, we investigated the correspondence between the change detection rate, in which humans perceive the change, and the distance $\Delta w$ traveled in the latent space.

In our tasks, we use realistic face image stimuli including various facial expressions, hairstyles, and postures with a uniform gray background. Note that all of these stimulus images correspond perfectly to their respective latent vectors. This enables us to completely align the results of human responses to image changes with distances in the latent space. The two tasks investigate the corresponding human perceptual and cognitive metrics with machine-learned latent space for face images. In our study, although the two tasks have different experimental paradigms, we performed them using the same face image dataset derived from the same latent space. This enables us to interpret the correspondence of both the CP rate and face recognition rate by $\Delta w$. 

\textbf{Figure 2.} CP task for investigating perceptual behavior. We investigated the perception of face image changes that did not depend on the motion perception that occurred. Four face images were displayed first. After 66 ms of a visual blank, one of the four face images was changed by travelling a certain distance in the latent space. Participants are asked to answer which face was changed by pressing the respective key [1–4] or [0] if they deemed none were changed.
Figure 3. FC task for investigating cognitive behavior. Participants viewed a sequence of face images displayed for 1 second, with a 1.4 second interval. Participants were instructed to press ‘1’ whenever they recognized a face image they had previously seen at any time in the image sequence. Participants received feedback whenever they pressed a key (a green cross for correct detection, and a red cross for an error). In the FC task, there are two type of repeat pairs: vigilance and target. The vigilance repeat, where pre- and post-face images are identical, is for assessing a participant’s attention to the task since participants are expected to recognize them as images they had seen before. In target repeat, after a target pre-face is presented in the sequence, the target post-face image is presented again with the corresponding latent vector moved a certain distance in the latent space from the initial presentation. In both repeats, the post-face appears after 1 or 2 intervals of filler faces, which are also all unique.

Results

Change Perception Study

The left of Fig. 4 is a plot where the traveled distance in the latent space $\Delta w$ of the face image in the latent space is on the $x$-axis, and the moving average (window size = 50) value of the participants’ answers (change perceived = 1, not perceived = 0) as the CP rate on the $y$-axis in the CP task. As a result of logistic regression, a correlation between $\Delta w$ and the CP rate was shown. The residual error between the moving average of the measured CP rate and the estimated value by logistic regression was evaluated by the root mean squared error (RMSE), which was 0.0680. Since the CP rate reflects the CP in the state where the motion perception is suppressed by the change blindness paradigm, it was shown that $\Delta w$ and the human perceptual distance have a clear positive correlation, and the relationship can be expressed by the logistic function. In other words, being able to perceive change more robustly indicates that the perceptual distance is longer.

Face Cognition Study

In the FC task, Fig. 4 - B shows the plot with $\Delta w$ between the pre- and post-target image on the $x$-axis and the moving average (window size = 50) value of the participants’ answers (face recognized as seen = 1, not recognized = 0) as the face recognition rate on the $y$-axis. We also performed logistic regression (solid line in Fig. 4 - B). As a result, a correlation between $\Delta w$ and the face recognition rate was shown (RMSE = 0.0774). Since the face recognition rate reflects the recognition of whether or not human can recognize the same person in the face recognition paradigm, it shows that $\Delta w$ and the human cognitive distance have a clear positive correlation, and the relationship can be expressed by the logistic function. In addition, the higher the inability to recognize, the longer the cognitive distance. To be consistent with the result of the CP task, the face recognition rate is reversed as shown in [1.0–0.0] in the right of Fig. 4 - B.

Our result revealed that the perceptual distance of the face image defined as the CP rate and the cognitive distance of the face image defined as the face recognition rate can be modeled with high accuracy by the logistic function with the distance $\Delta w$ in the same latent space.

Additional analysis

Furthermore, we investigated the relationship between the internal structure of the GAN’s latent vector and the human perception and cognitive response. The latent vector is a matrix with a size of $18 \times 512$. Each layer has been found to contribute different visual information. Using the same data for both tasks, we performed logistic regression with the $\Delta w$ of each layer (each respective 512-dimensional vector) and the participants’ answers (CP for the CP task and face recognition rate for the FC task). The RMSEs for each of the 18 layers for the CP and FC tasks are shown in Fig. 5. Different properties were observed in the CP and FC tasks. This result suggests that CP and face recognition correspond to different parts of the latent vector even in the same latent space.
Figure 4. Results of logistic regression in the CP (left) and FC (right) tasks. The x-axis is $\Delta w$ and the y-axis is the moving average of the participants’ answers. Participant’s answers are the CP rate for CP and the face recognition rate for FC. There is a clear positive correlation between $\Delta w$ and the participants’ answers.

Figure 5. RMSE of logistic regression of each layer in the CP and FC tasks.

Discussion

In the regression error plot for each layer (Fig. 5), different trends are observed between the CP and FC tasks. For the CP task, the overall trend is that the lower the layer, the smaller the RMSE. This means that a vector in a lower layer has a higher correlation with the CP rate, which suggests that lower layers express behavior in human CP better. StyleGAN4 reported that images generated from each layer inherited different subsets of visual aspects, such as pose or shape. We investigated the trend of visual changes with each layer in our material (Fig 6) in which we used StyleGAN2. It shows the clear trends that the Coarse layers (1–4) correspond to the shape and posture, the Middle layers (5–8) correspond to physiognomy, and the Fine layers (9–18) correspond to the color and texture of the face image. The fact that the Coarse and Middle layers have latent image features that bring about greater visual changes is consistent with the result that the RMSE in CP was lower in those layers. Unlike CP, FC has a higher RMSE of the Coarse layers compared with the Middle layers, indicating that the lower layers have a weak correlation with the FC. Since the change in the Coarse layers contributes to the change in posture, the change in the image is large. In addition, the Middle layers contribute to facial identity. From these facts, it is shown that FC does not have a high correlation with the change in posture but has a high correlation with changes in facial impression (physiognomy). The results suggest the possibility of using the same latent space to explain two different human visual processes (perception and cognition). By investigating these in more detail, we can potentially describe various human visual processes with one common latent space.

The paradigm we conducted in this study can be used as a general procedure to investigate the correspondence between the
Figure 6. Three examples of image morphing from a “From” image to a “To” image with only specific layers. Each row represents the layers in the latent vector that were interpolated: “All layers:” 1–18, “Coarse layers:” 1–4, “Middle layers:” 5–8, and “Fine layers:” 9–18. There is a trend that different face properties are assigned to each layer; Coarse layers correspond to the shape and posture of the face, Middle layers correspond to physiognomy i.e. facial identity, and Fine layers correspond to color and texture of the face image.

latent space and the response of human perception and cognition. While our study focused only on face images, our proposed method can also be applied to other images such as landscapes, animals, objects, and so on. As a further research agenda, we envision that our methodology will provide the basic means to analyze latent spaces constructed by deep learning methods other than StyleGAN2 from the viewpoint of human visual characteristics. This study focused only on the distance (change) between two image targets. The characteristics of each image themselves, which are the prominence and memorability of the image itself, have not been considered.

Conclusion
In this study, we investigated the correspondence between the latent space generated by a GAN model and human perception and cognition through two psycho-visual tasks. In our tasks, we measured whether a human could perceive changes in or recognize face images. As a result, our model showed a high correlation between the distance between two target face images in the latent space and human perception/cognition. The paradigm conducted in this study can be applied as a general procedure for investigating the correspondence between the latent space computationally generated by deep learning models and human perception/cognitive responses.

Methods
Generative adversarial network
GANs are image generation models originally developed by Goodfellow et al. in 2014. A GAN can generate quite realistic images by training a generator and discriminator adversarially. The number of studies of GANs is increasing year by year, and various GAN frameworks have been proposed for a wide variety of purposes.

Among the myriad of GANs, the StyleGAN series stands out for its ability to generate photo-realistic images that are indistinguishable from real photographs at first glance. We used StyleGAN2, which is an improved version of StyleGAN, for this research. StyleGAN2 first obtains a latent vector \( w \), which consists of 18 × 512 dimensional real numbers, by passing the latent code \( z \), which consists of 512 dimensional real numbers, through a nonlinear mapping network. Then, by inputting \( w \) into a synthetic network, an image is generated. Since the synthetic network can generate an image from \( w \), \( w \) potentially holds all the information of the image. As evidence, it is known that various image editing is possible by manipulating \( w \) in the latent space. \( w \) is 18 × 512 dimensions because the StyleGAN2 synthetic network consists of 18 layers. It is known that the image information that \( w \) differs depending on the layer. The lower layers have more global information such as face shape and orientation, hairstyles, and facial expressions, while higher layers have more detailed information such as color schemes and lighting.

We used StyleGAN2 trained on the Flickr-Faces-HQ (FFHQ) dataset for human face image generation. FFHQ is a dataset that consists of 70,000 images of human faces with 1024 × 1024 resolution.
Figure 7. Overview of dataset generation procedure. Firstly, \( w \) is generated from the seed and images are generated from \( w \) through the StyleGAN2 generator. Inappropriate images for morphing are excluded. Secondly, after filling the background of the selected images with gray, the images are projected into the latent space (\( w \) of the image is obtained). Finally, from the pair of \( w \)s, the intermediate sequence of \( w \)s is calculated by linearly interpolating between \( w \)s, in accordance with the formula, and then a morphing image sequence is generated. The distance between the pair of \( w \)s differs for each pair.

**Dataset**

For complete alignment of the results of human responses to image changes with distances in the latent space, in our study, we used realistic face image stimuli with a uniform gray background, which corresponds perfectly to their respective \( w \)s. The overview of the dataset generation is shown in Fig. 7.

**Image generation**

Random numbers were generated from a seed (natural number), and \( w \) was generated from the random numbers used as \( z \). StyleGAN2 uses a technique called the truncation trick to improve the quality of images that exist in a sparse area in the latent space.

\[
\begin{align*}
    w' &= \bar{w} + \varphi(w - \bar{w})
\end{align*}
\]

\( \bar{w} \) indicates the center of gravity of the latent space, and the style scale \( \varphi \) indicates how close \( w \) is to \( \bar{w} \) (\( w \) is exactly the same as \( \bar{w} \) at \( \varphi = 0 \)). This trick can improve the quality of the image generated from \( w \) at the expense of the variety of imagery. This is because the center of gravity of the latent space is dense (well learned). We set \( \varphi = 0.8 \). An image was generated by inputting \( w' \) into the synthetic network.

**Image selection**

The FFHQ dataset contains a myriad of images of people, including those wearing accessories such as hats, eyeglasses, and earrings. If these images are included in the morphing process, the accessories turn out deformed, generating unnatural images. Therefore, an open-source library\(^{32} \) based on a facial parsing method\(^{33} \) was used to exclude images including sunglasses and hats. In addition, images that contained multiple faces, faces occluded by hands or microphones, artifacts, flashy hair color and makeup were manually removed.

**Filling background**

To prevent the participants using background imagery as context clues for detecting changes or memorizing face images, the facial parsing method was used again to create a uniform gray background. At this time, if the background or face area was divided into multiple areas, the image was discarded.

**Projection into the latent space**

The images were generated from \( w \) by StyleGAN2, but since the background was filled, it was necessary to project the image into the latent space again. For the projection, we used an open-source library\(^{34} \). With this re-projection process of the gray-background-filled image, we can establish the interchangeability between face images and \( w \)s.
Generates interpolated face images
500 images that passed the selection process were used for morphing. 250 pairs were randomly selected, and interpolated face images were generated for each pair. From each pair, 31 images was calculated in accordance with the following formula, and 31 images were generated.

\[ w_{ij} = w_i + \frac{n}{30} (w_j - w_i) \]

\( w_i \) and \( w_j \) are a pair, and \( n \) is a natural number from 0 to 30. Of the 31 images, \( w_s \) at both ends are equal to \( w_i \) and \( w_j \). Within each pair, \( \Delta w \) among the images were uniform. However, \( \Delta w \) changes for each pair.

Experiment Procedure
This study was approved by our local ethics committee (Sony Group Corporation, Application 19F00XX). All online participants provided informed consent before participating in the study.

Change perception task
In the CP task, our aim was to investigate the CP rate with different degrees of visual change depending on \( \Delta w \). We implemented the CP task in a one-shot paradigm where participants were instructed to report whether they noticed a change between sequential images. Participants started a trial by pressing ‘9’ on the keyboard, and then four images (PRE) were displayed on the screen with a 50% gray background. A 50% gray blank interval was inserted for 66 ms, followed by another display of four images, which included a target image that had been visually changed (POST). The interval duration was set in accordance with previous literature, in which the detection change rate was reported to converge with a visual blank of 66 ms or longer. From the aforementioned generated images, we used \( w_0 \) for the target image in PRE and \( w_n(1 \leq n \leq 30) \) for the target image in POST. The PRE and POST pairs of all target face images and filler face images were synthesized with generated \( w_s \) from unique random seed values.

Participants were instructed to press the corresponding key ‘1’–‘4’ when they perceived a change. They were also asked to focus on the fixation cross mark throughout all trials. Here, our main focus here was the explicit perception of change. Considering that previous studies have shown that undetectable stimulus can affect subsequent decisions in forced-choice tasks, to avoid any subliminal effects of blinded images, we also asked participants to press ‘0’ when they could not detect any change among the four images.

Face cognition task
In the FC task, our aim was to investigate how humans recognize an nearly identical face even with slight visual changes depending on \( \Delta w \). We implemented the FC task with different degrees of visual change on the basis of the memory game by. Participants viewed a sequence of images, each of which was displayed for 1 second, with a 1.4 second interval in between image presentations (Figure 3). Then, participants were instructed to press ‘1’ whenever they recognized a face image they had seen previously, anytime in the image sequence. Participants received feedback whenever they pressed a key (a green cross shown at the center of the screen for correct detection, and a red cross for an error). The sequence of face images comprised ‘targets’ (40 images) and ‘vigilance’ (20 images) and ‘fillers’ (120+ images).

The target images are a pair of PRE and POST images, where the PRE image is the generated image from \( w_0 \) and the POST image is the generated image from \( w_n(1 \leq n \leq 30) \). In the image sequence, after the PRE image is displayed, the POST image is displayed one or two images later. Our main interest is the correlation between \( \Delta w \) and whether the POST image is reaffirmed as being “recognized previously” in the image sequence.

To determine whether participants were attentive to the task, we also included vigilance tasks using vigilance images. The vigilance image pairs each use the same face image for both PRE and POST to ensure that participants are attentive to the experiment by giving a recognition response to the POST vigilance image. In each experiment, ten pairs of vigilance images were added. We excluded data of participants who were not attentive to the task.

In addition to the target and vigilance images, filler images are used to generate the PRE-POST spacing between each corresponding pair. Note that target, vigilance, and filler images are visually indistinguishable as they are generated through the exact same procedure previously described. The participants are not informed of the rules and mechanisms of the experiment, and are simply instructed to press ‘1’ when presented with an image they feel to had seen previously.

Participants
We recruited 98 participants for the CP task and 152 participants for the FC task through an online subject recruitment platform (https://prolific.co/). We invited participants who were 18 to 40 years old, had 90% or higher task approved rates in other online tasks, and experienced at least ten online tasks, but less than 10,000. Participants joined either the CP or FC tasks. The demographics of all participants are as follows: 42.15% self-reported female and 57.85% self-reported male. Age was within
Table 1. Top 10 nationalities. The total number of nationalities was 31.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Country</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>United States</td>
<td>22.42%</td>
</tr>
<tr>
<td>2</td>
<td>Poland</td>
<td>10.76%</td>
</tr>
<tr>
<td>3</td>
<td>Mexico / United Kingdom</td>
<td>9.87%</td>
</tr>
<tr>
<td>5</td>
<td>Portugal</td>
<td>8.97%</td>
</tr>
<tr>
<td>6</td>
<td>South Africa</td>
<td>7.17%</td>
</tr>
<tr>
<td>7</td>
<td>Italy</td>
<td>4.93%</td>
</tr>
<tr>
<td>8</td>
<td>Netherlands</td>
<td>3.14%</td>
</tr>
<tr>
<td>9</td>
<td>Canada / Hungary</td>
<td>2.69%</td>
</tr>
</tbody>
</table>

Table 2. Top 10 current countries of residence. The total number of countries was 24.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Country</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>United States</td>
<td>21.52%</td>
</tr>
<tr>
<td>2</td>
<td>United Kingdom</td>
<td>13.00%</td>
</tr>
<tr>
<td>3</td>
<td>Poland</td>
<td>10.31%</td>
</tr>
<tr>
<td>4</td>
<td>Mexico / Portugal</td>
<td>9.87%</td>
</tr>
<tr>
<td>6</td>
<td>South Africa</td>
<td>7.62%</td>
</tr>
<tr>
<td>7</td>
<td>Italy</td>
<td>5.83%</td>
</tr>
<tr>
<td>8</td>
<td>Canada / Netherlands</td>
<td>2.69%</td>
</tr>
<tr>
<td>10</td>
<td>France / Hungary</td>
<td>2.24%</td>
</tr>
</tbody>
</table>

Figure 8. Exclusion of outliers from experimental data. Each figure shows the histogram of each evaluation index, and the dotted vertical line shows the range of 2σ. The data shown in the direction of the arrow was used for the analysis. Each y-axis represents the number of participants.

the range of 26.3 ± 5.6. Nationalities and current countries of residence are shown in Table 1 and 2, respectively. Before beginning the main experiment, participants performed practice trials to verify their understanding of the trial procedure. We excluded 24 of the participants from the main analysis on the basis of the criterion explained in the “Data preprocessing and analysis” section (screening rate = 9.6%). All participants received monetary compensation for their participation (1 Euro).

Data preprocessing and analysis
Since we recruited participants via an online subject recruitment platform, we strictly excluded outliers to prevent any effect from participants with short attention spans and local optimization for the tasks. Data selection criteria for the CP and FC tasks are as follows.

CP task (Fig. 8a): 2940 data entries (98 participants, 30 trials for each participant) were collected. Eighty-eight data entries of $\Delta w = 0$ were excluded, because when $\Delta w = 0$, the correct answer is never known. All participant trials that were out of the range of (2 $\sigma$) (the mean ±2 times of the standard deviation) in any one of the accuracies (correct answer rate for each
participant’s entire sequence) were excluded. The minimum/mean/maximum reaction time were also excluded because the accuracy criteria were applied only to the lower limit. These criteria removed ten participants. Finally, 2560 data entries (88 participants) were obtained.

**FC task (Fig. 8b):** 3040 data entries (152 participants, 20 trials for each participant) were collected. We excluded all data of participants whose accuracy for filler/vigilance PREs/target PREs or for vigilance POSTs were not within the range of 2 σ (both have only the lower limit), as we deem a potential issue in the participant’s ability to perform the experiment or the subject’s attention to the task. Fourteen participants were excluded, and 2760 data entries (138 participants) were acquired.

To analyze the general trends of the CP or face recognition rates depending on \( \Delta w \), the data was smoothed using a simple moving average method with a window size of 50 and then fitted with the logistic function.
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