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High-efficient low-cost characterization of materials properties using domain-knowledge-guided self-supervised learning

Binglin Xie¹, Xianhua Yao¹, Weining Mao¹, Mohammad H. Rafiei²,³,⁴, and Nan Hu¹,⁵

Modern AI-assisted approaches have helped material scientists revolutionize their abilities to better understand the properties of materials. However, current machine learning (ML) models would perform awful for materials with a lengthy production window and a complex testing procedure because only a limited amount of data can be produced to feed the model. Here, we introduce self-supervised learning (SSL) to address the issue of lacking labeled data in material characterization. We propose a generalized SSL-based framework with domain knowledge and demonstrate its robustness to predict the properties of a candidate material with the fewest data. Our numerical results show that the performance of the proposed SSL model can match the commonly-used supervised learning (SL) model with only 5% of data, and the SSL model is also proven with ease of implementation. Our study paves the way to expand further the usability of ML tools for a broader material science community.

For material scientists, the most time-consuming part of research is nothing but preparing a specimen that could take weeks or longer. After a sample is fabricated, it might take another week or two to assess its properties. Then, you return to your lab and prepare another sample for your next test. The worst part is that you must repeat this cycle again and again to get enough data to be more confident of the accurate material properties. To shorten this never-ending cycle, scientists and engineers have integrated ML models (such as SL) to accelerate the characterization of a given material and/or the reverse design of material microstructure and composition. However, the need for a large amount of accurate annotated training data in SL has created a headache for material scientists. They need to conduct sufficient experiments to serve an SL model or “label” them from the ML perspective. This roadblock hampered the usability of ML in material characterization, especially targeting materials with scarce labeled data and difficult to characterize.

In contrast, as a new paradigm between unsupervised and supervised learning, SSL can generate labels based on the property of unlabeled data itself to train the neural network in a supervised manner similar to natural learning experiences. With excellent performance on representation learning and dealing with the issue of unlabelled data, SSL has been successfully implemented in a wide range of fields, including image recognition, audio representation, computer vision, document reconstruction, atmosphere, astronomy, medical, person re-identification, remote sensing, robotics, omnidirectional imaging, manufacturing, nano-photonics, and civil engineering, etc. However, this method has not been formally attempted in material science.

Here, we investigate the reliability and robustness of SSL as a data-efficient technique for characterizing material properties. We chose concrete as a composite trial material because it is the most consumed man-made material worldwide by mass; takes at least a month to test its full strength, and has various influencing factors on its properties. Yet, our generalized framework is targeted to apply for a wide range of organic or inorganic materials as long as it is difficult to fabricate and characterize, although only concrete is discussed here. Fig. 1a illustrates the generalized procedure of the material characterization for a given material. With a basic understanding of its constituents, material scientists would use experiments, formulas, or models to estimate material properties. Among three routes, experiments are empirical and labor-intensive; formulas are theoretical and difficult to obtain; numerical models are efficient but highly depend on prior experience. Regardless of the accuracy of each route, scientists and engineers could gain domain knowledge and further fine-tune the characterization process on a given material. In this work, we utilized an online database and selected a total of 425 experimental datasets on concrete as the ground truth (see Methods for details). Each dataset consists of seven constitues in concrete mix and its corresponding concrete compressive strength (CCS) after 28 days of curing. Using mix design as inputs and estimating CCS as the output has been implemented in ML-based tools (commonly by SL models), but our goal is to showcase the power of SSL using scarce data against its SL counterpart.

Motivated by this goal, we selected an easy-to-train backpropagation neural network model with a simple architecture (see Methods for details). We did compare key parameters of ML models and eventually chose an optimal combination to avoid the issue of overfitting and implement for
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further studies. In Fig. 1b-d, we compare procedures and predictions by an SL and an SSL model, respectively. Fig. 1b indicates that the SL model with 85% (361 sets of data) of original dataset for training and validation can provide a good CCS prediction where the mean squared error, MSE, is equal to 0.015. In Fig. 1c, the so-called downstream model as part of the SSL model has an identical architecture to the benchmark SL model yet uses only 5% (21 sets of data) of original dataset. Without further treatments, the prediction by this downstream model is unacceptable, which the MSE (0.068) is nearly five times higher than the one by the benchmark SL model, showing that model performance has a high dependence on the size of training data. The major steps of using an SSL model (Fig. 1c-d) include producing pseudo data by data processing and/or domain knowledge, training a pretext model, and transferring learning to the downstream model. Thanks to this procedure, the calculated MSE (0.012) in the SSL model is as low as the MSE of the SL model yet uses 94% less training data (21 vs. 361).
Having proven the feasibility of using the SSL model to predict CCS significantly reducing training data, we started to establish a generalized SSL-based framework for material scientists without much prior experience on machine learning. For a specific material, the key step of using SSL is to generate pseudo data from the initial unlabeled data in a semi-automated manner during the pretext task. In our case, we proposed several ways to manipulate the original data (Supplementary Fig. S1). Recall that the dimension of the original dataset is [425, 7], referring to 425 entries of mix designs on concrete including seven variables in each entry. First, we generate pseudo-input data through various manipulation approaches such that the dataset dimension can be enlarged to [425 × n, 7] in pretext task. Then, in the downstream task, we chose a simple neural network structure (7-7-1) based on existing literature to test the model performance. Fig. 2a shows prediction results in terms of MSE values by 20 argumentation methods under three training ratios (with three colour bars, yellow, blue and green). On the x-axis, the first five indicate the original dataset is doubled (n=2) under a single manipulation approach, while the next 15 pairs are under dual argumentations whose original dataset is tripled (n=3). The accuracy of the SSL model with 25% training data (cyan dots) can match the one by the benchmark SL model using 85% training data (straight purple line), while we observed a decrease in accuracy by the SSL model with fewer data. When only 5% of initial data was trained, the SSL model (yellow dots) showed deviated scatter points among 20 methods. This result suggests that the combined argumentation methods won’t increase the model accuracy, yet using a triplet dataset (scaling down and up the initial data) could be a good start.

After increasing input data points and evaluating the model performance by a purely mathematic approach, we continued to focus on these inputs from a physical perspective. Given that all seven variables in the simulations above (Fig. 2a) were altered together, we wondered how manipulating each concrete variable might change the model performance. In Fig. 2b, we compare MSE values between single variable manipulation and combined manipulation along with the benchmark SL model. It can be seen that seven MSE values under 5% training data (yellow bars) are significantly varied and mostly larger than the one by manipulating all variables together (the orange dash ring) except for cement and water. We then analyzed the correlation coefficient $r$ on each variable. We found that cement and water
have the maximum positive $r (0.67)$ and negative $r (-0.41)$, respectively, indicating a strong connection between these two variables and CCS. When the training ratio becomes larger (25%), such an observation vanished. Our SSL model somehow identified physical correlations without any prior knowledge of concrete.

Yet, the proposed framework still has tremendous upside in terms of accuracy. We then proposed a total of 14 co-occurring variables related to seven initial inputs (Supplementary Fig. S2) to further increase the data dimension to $[425 \times n, 7 + m]$, see Methods for details. Since the size of input variable increased, we adjusted the neural network architecture in the downstream model and identified an optimal structure for further study (Supplementary Table S1-S2 and Fig. S3-S4). Following the same evaluation in Fig. 2a, we compared the model performance under an expanded data set of $[850, 21]$ and $[1275, 21]$. Fig. 2c reveals that the overall performance of SSL models exhibited an improved learning capability even with the fewest data possible (5%). In Fig 2d, we manipulated every 21 inputs individually and calculated their $r$. As we expected, the model performed best when manipulating the water-to-binder ratio with the maximum absolute $r (0.77)$. Again, this result (Supplementary Table S3-S4) confirmed that the SSL model might extract the hidden correlation between variables and properties, but further studies are needed to validate this observation.

Based on the confidence gained in manipulating model inputs, we searched for additional low-cost domain knowledge related to model output for the pretext task. Usually, a specific property of a given material can be estimated through a classic theoretical equation, an empirical equation by other researchers, and/or a numerical simulation. In this study, we estimated CCS by an empirical equation and generated a total of 425 pseudo-output for each dataset, see Methods for details. Coupled with the input manipulations, in Fig. 3a, we compare four scenarios under two additional pseudo-outputs. As expected, the SSL model performed better with additional domain knowledge. Variation of MSE values was observed for models using either 7 or 21 variables, but overall, these SSL models have a lower MSE than the one predicted by the benchmark SL model. In Fig. 3b, we plot CCS predictions of 19 data with respect to various water-to-binder ratios and demonstrate the merit of the SSL model by either input or output manipulation (Supplementary Table S5).

In a final demonstration, we proved the robustness and reliability of our SSL-based framework on predicting properties for a different concrete dataset (Supplementary Fig. S5). This dataset has two extra features: fewer data points (103 vs. 425) and two new properties (slump height and flow diameter). With prior experience, we easily designed four pretexting models to manipulate input and/or output to predict a new property (slump height). In Fig 4a-b, we compare MSE values and slump height predictions by the SSL model and found that even using 30% data for training both SL and SSL model has lower accuracy. We believe this issue is associated with fewer data points and complex correlation for slump height (Supplementary Fig. S6 and Table S6). We then went back to CCS prediction and found that with the augmented data dimension of $[103, 21]$ plus the pseudo-output predicted by the empirical equation in ACI, the SSL model can match the benchmark SL model using 65% less data. Interesting, when we used slump height as a new input, the SSL model performed even better in some scenarios (Supplementary Fig. S7 and Table S7).

In summary, we develop a robust SSL-based framework to boost the characterization of certain materials that require a lengthy fabrication process. The limited experimental database has impeded the usability of SL models that heavily rely on many training datasets. Instead, the proposed framework is proved to reduce the cost of sample annotation while retaining powerful learning capabilities using minimal data possible. Our SSL model provides a manageable procedure for generating pseudo-data from the initial data and proves its robustness and reliability against the commonly used SL model. We envision this generalized framework that can be applied to a wide range of materials with various levels of domain knowledge. However, we only verified the concept for concrete yet saved at least a 94% decrease in experimental costs. It should note that SSL has been

---

**Fig. 3 | SSL model performance with pseudo-output as domain knowledge.**

- **a**, the effect of output manipulation along with input manipulation.
- **b**, CCS predictions under various water-to-binder ratios produced by various SSL models and the benchmark SL model. ACI refers to the US code for structural concrete and JGJ refers to Chinese code.
successfully implemented in fields such as recognition and natural language processing, but predicting material properties appears to be a more complex task. Extensive works can be done, such as developing a rapid search of suitable argumentation approaches for a given material, coupling with deep learning to use complex model architecture for better performance, and complementing pseudo-label generation with active learning. Overall, we recommend this framework to material scientists as a novel and powerful characterization tool and hopefully partially free you from extensive lab routines.
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data were used to test the performance of both SL and SSL. 361 out of 425 data were used for the SL model, which has two training and 3 for validation. It should be noted that such data 103 data were used for training, i.e., 31 data including 28 for subsets for training (90%, 325 data) and validation (10%, 36 data). For the SSL model using 5% initial data, these two subsets 15%, 20%, 25%, and 30%) for the SSL model. All data has been calibrated with Min-Max Normalization into the range [0, 1].

Methods

Data preparation. The original datasets for training and testing our model were obtained from the UCI Machine Learning Repository (https://archive.ics.uci.edu/ml/index.php). For SSL, model validation, 1030 raw datasets of concrete were collected. Each dataset includes seven material constituents (Content of cement in kg/m$^3$, denoted as C; Content of blast furnace slag in kg/m$^3$, denoted as BFS; Content of fly ash in kg/m$^3$, denoted as FA; Content of water in kg/m$^3$, denoted as W; Content of superplasticizer in kg/m$^3$, denoted as SP; Content of coarse aggregates in kg/m$^3$, denoted as CA; and content of fine aggregates in kg/m$^3$, denoted as S) and a material property of the compressive strength of experimental concrete specimens at curing 28-day (denoted as CCS, MPa). We selected 425 out of 1030 samples for using CCS after 28-day. Ideally, a new material other than concrete is desirable for model implementation, but we cannot find an appropriate dataset in UCI Machine Learning Repository. Thus, a second concrete data set was used with 103 raw data. In addition to the seven inputs as the first dataset also provide concrete slump height (cm) and flow diameter (cm), and the amount of material constituents are significantly different. Although two datasets contain 425 and 103 test results, we randomly divided them into training, validation, and testing sets under each training ratio. For example, when 85% of the initial data were used to train the benchmark SL model and the downstream model of SSL, while the remaining 15% of initial data were used to test the performance of both SL and SSL models. For example, in the model validation part of this work, 361 out of 425 data were used for the SL model, which has two subsets for training (90%, 325 data) and validation (10%, 36 data). For the SSL model using 5% initial data, these two subsets were reduced to 19 and 2. In the model implementation, 30% of 103 data were used for training, i.e., 31 data including 28 for training and 3 for validation. It should be noted that such data amount has been pushed to the extreme to simulate materials with challenging fabrication and characterization procedures. To identify a threshold that can match the performance of the benchmark SI model, we evaluated other training ratios (10%, 15%, 20%, 25%, and 30%) for the SSL model. All data has been calibrated with Min-Max Normalization into the range [0, 1].

Model architecture. We built a classic Back Propagation Neural Network (NN) model with the Adaptive Moment Estimation learning algorithm based on TensorFlow in Python. The NN architecture comprises inputs, hidden layers, and output. The size of inputs is 7 or 21 variables of the concrete material, while the output is the CCS after casting 28 days. Architecture comparison of the number of hidden layers and neurons are given in Supplementary information. Optimal model architectures are 7-7-1 and 21-56-56-1. The ReLU is the activation function for inputs and hidden layers to avoid gradient vanishing and fast train, and the Linear function acts on the output layer. We initialize the network with all weights set to small random values and biases to zero. The mean-square-error (MSE) cost function evaluates training, validation, and testing loss for the benchmark SL and downstream models in SSL. The categorical cross-entropy function evaluates accuracy for the pretext model in SSL. We also adopt the Early Stopping callback to avoid overfitting. Multiple simulations were run to find a generalized model with optimal parameters for the study.

Input manipulation in pretext task. We thought domain knowledge could help the pretext model self-supervised learning more information since the powerful NN model learns what you feed. In this work, the original input data has a dimension of [425, 7], referring to 425 entries and seven variables in each entry. To self-supervised learning more data, we attempted to enlarge them to [425×n, 7×m]. For n, five simple data processing methods were used, including random (i) scaling down, (ii) scaling up, (iii) masking, (iv) adding noise, and (v) switching to generate negative samples for pretext model of SSL. For methods (i) and (ii), inputs were randomly scaled down or up and labeled by a factor (such as 0.25, 0.5, 1.25, or 1.5). For method (iii), we randomly masked inputs by one and zero. For method (iv), we added a noise conforming to the Gaussian distribution to inputs. For method (v), we shuffle the sequence of inputs. When one method is used, the original data can be doubled while multiple methods are combined, the original data can be multiplied n times. Consequently, we could randomly produce many negative and positive samples of original data with the dimension of labels becoming a larger input domain [425×n×m, 7] to boost the training of the pretext model. Results in Fig. 2 have only considered n=2 and m=3 regardless of manipulating either a single variable or all variables together. Although we also tried to set n up to 9, it did not predict us better. For m, we expand seven initial variables to 14 (m=7) and 21 (m=14) for the pretext model. Note that seven variables in the initial data are the actual weight of each ingredient of a concrete sample. We added another seven variables by considering the weight proportion of each ingredient to total content based on the mass design method of mix proportion of concrete materials. Then, we also found seven extra variables that are known to affect CCS in literature. They are: water to binder ratio, denoted as W/B; The water to cement ratio, denoted as W/C; The percentage of binders denoted as BR; The sand ratio denoted as SR; The binder to sand ratio denoted as B/S; The percentage of mineral admixture denoted as MR; And the percentage of chemical admixture, denoted as SP/B, respectively. It should be noted that these 14 additional variables in the pretext task were calculated entirely based on literature. With further domain
knowledge, more appropriate variables can be proposed, resulting in an even better performance of the pretext model. Thus, the input domain of \([425, 7]\) was augmented to \([425, 21]\). Coupled with manipulation methods of \(m\) and \(n\), the input domain was enlarged up to \([425 \times 3, 7+14]\). For other materials, \(m\) may be limited; as such, \(n\) can be enlarged further to complement.

**Output manipulation in pretext task.** We considered classic formula for the generation of pseudo-output without additional cost to train the pretext model for SSL. It should be noted that all authors have minimal knowledge on concrete without pre-existing or biased preference on formula selection. We selected empirical formula from concrete code in US and China, which both considered water-cement ratio as the key factor on CCS and presents a linear relation. While, two formula are based on different testing standard (ISO by the Chinese code and ASTM by the US code) and Chinese code included more parameters. Therefore, the estimation by two equations are varied.

For ACI 211.1-1991 R2009 standards for mix proportion design procedures in the US, we used the Abrams’ formula, a well-known equation that describes the relationship between 28-day CCS and water-cement ratio (W/C). We could fit its table 6.3.4(a) to obtain equation (1).

\[
 f = 22.212 \frac{B}{W} - 12.167 
\]  
(1)

Where \(f\) is 28-day CCS (MPa), \(B\) is the content of binders, and \(W\) is the content of cement.

While Chinese JGJ55-2011 code adopted Bolomys’ formula, which was based on Abrams’ formula, and developed more influence coefficient for binders, so we could evaluate through a more accurate equation (2).

\[
 f = \alpha_a f_b \frac{B}{W} - \alpha_a \alpha_b f_b 
\]  
(2)

Where, \(\alpha_a\) and \(\alpha_b\) are the coefficients for kind of coarse aggregate, \(f_b\) is the 28-day compressive strength of binders accounts for factors of blast furnace slag, fly ash, and cement.
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