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Internal Model Disturbance Observer Based Continuous Non-singular Terminal Sliding Mode Control for Magnetic Levitation Systems

Junxiao Wang · Qinkun Lu · Jun Yang

Abstract For attenuating the chattering phenomenon and improving the disturbance suppression for the magnetic levitation control system subject to multiple disturbances and parameter uncertainties, this paper proposes an internal model disturbance observer (IMDO) based continuous non-singular terminal sliding mode control (CNTSMC) scheme. Firstly, a nonlinear dynamic model of the magnetic levitation system is constructed. Then, for ensuring the system position state tracking performance and suppress the chattering phenomenon, a CNTSMC method is designed to make the system state converge to the desired position in finite time. For improving the multiple disturbance rejection, an IMDO based CNTSMC scheme is designed for the system affected by multiple disturbance which includes both high-order and trigonometric function forms. Compared with CNTSMC and CNTSMC+GPIO controller, simulation and experimental results show that the proposed method could improve the position tracking performance and obtains better multiple disturbance rejection. Some control performance indexes for quantitative comparison are also given to supports these results.

Keywords Continuous non-singular terminal sliding mode control (CNTSMC) · Internal model disturbance observer (IMDO) · Multiple disturbances · Disturbance rejection.

1 Introduction

Owing to the advantages of no mechanical abrasion, no pollution, and no lubrication for magnetic levitation technique, it has been applied in many industrial systems, such as magnetic levitation trains [1], magnetic levitation bearings [2], magnetic levitation wind turbines [3] and so on. However, the magnetic levitation system model is also strong nonlinear, it exists parameter uncertainties and is easy to be affected by external forces or disturbances, all of them have brought great challenges to the high-performance requirement of magnetic levitation system. In order to obtain satisfactory performance, many control methods have been proposed, such as PID control [4],[5], model predictive control [6], robust control [7],[8], feedback linearization control [9],[10], active disturbance rejection control [11], neural network control [12], fractional order control [13]–[15] and so on [16],[17]. These methods could improve the system control performance from different aspects.

Due to the strong robustness to disturbances and uncertainties, sliding mode control has been widely used in the control field during recent years [18]–[21]. However, two problems always exist in traditional sliding mode control: 1) chattering phenomenon; 2) infinite convergence time. Therefore, the continuous sliding mode control methods are proposed to suppress chattering by means of replacing the discontinuous control law with a continuous one [22]–[28]. Meanwhile, the terminal sliding mode control (TSMC) used to achieve finite time convergence has been developed [23], and adaptive fast terminal sliding mode control is applied to the magnetic levitation system successfully in [24]. Because terminal sliding mode control have the singularity problem, which makes the control input infinity, the non-singular terminal sliding mode control (NTSMC) has been proposed and used in [25]–[26]. Considering the existed chattering characteristics, a continuous non-singular terminal sliding
mode control (CNTSMC) method is constructed in [27], it not only suppresses the chattering phenomenon but also makes the system state converge in finite time.

Although the continuous sliding mode control could reduce the chattering phenomenon and make the control input to be continuous, but the anti-disturbance ability is sacrificed or depended on the gain value, it will may result in large steady-state fluctuations especially when the system is affected by strong disturbances [28]. In recent years, the disturbance compensation technology is becoming a promise, it uses observers to estimate the system uncertainties and external disturbances and then compensates it in feed-forward channel [29]. The key point is to design a suitable observers, there are many different types of disturbance observers, such as disturbance observer (DOB), equivalent-input-disturbance (EID), extended state observer (ESO), generalized proportional integral observer (GPIO) and so on[30]-[34]. It should be noticed that the above observers could only estimate one kind of disturbance from theoretical view, because only one kind of disturbance model information are considered during the design, but there are usually many different kinds of disturbance for practical engineering. In this paper, a more accurately multiple disturbance estimation based on internal mode disturbance observer (IMDO) is proposed, it can estimate multiple disturbances which include the form of high-order and trigonometric functions.

Above all, for improving multiple disturbance rejection without sacrificing steady state performance, an IMDO based continuous terminal sliding mode controller is proposed for magnetic levitation system, the proposed control scheme could not only obtain better multiple disturbance suppression performance, but also ensure the steady state performance with continuous control input. The main contributions could be summarized as three folds:

• Firstly, a continuous non-singular terminal sliding mode controller is constructed to suppresses the chattering phenomenon, and the system state can converge to set position in finite time.

• Secondly, a novel internal model disturbance observer is designed for estimating the various forms of disturbances for the magnetic levitation system. When high-order and trigonometric function disturbances are estimated, it could help feed-forward compensation based controller obtain higher tracking accuracy and better disturbance rejection abilities.

• Thirdly, compared with existed control scheme, the simulation and experimental results are verified that not only the disturbance rejection is improved, but also steady state performance is also ensured by this method.

The organization of this paper is as follows. Section II introduces the building of nonlinear system model. Section III gives the proposed controller design and stability analysis. Section IV and V are the simulation and experimental results and corresponding quantitative analysis. Finally the conclusion end this research.

2 Magnetic levitation system model

In this paper, the magnetic levitation ball control system structure is shown as Fig. 1. The way it works is to change the electromagnetic force by adjusting the current in the coil, so as to stabilize the ball at a fixed position or drive the ball to track the reference trajectory. The model of magnetic levitation system can be written as the following explicit form

\[
\begin{align*}
\frac{d^2 \delta x(t)}{dt^2} &= F(\delta c, \delta x) + mg \\
F(\delta c, \delta x) &= K(\frac{\delta c}{\delta x})^2, K = -\frac{\mu_0 AN^2}{4} \\
u(t) &= Ri + L \frac{d\delta c}{dt} \\
mg + F(\delta c_0, \delta x_0) &= 0
\end{align*}
\]

where \(x\) denotes instantaneous gap between electromagnet surface and the steel ball, \(i_c\) denotes instantaneous, \(F(\delta c, \delta x)\) denotes the electromagnetic force, \(u(t)\) denotes the input voltage of the power amplifier, \(g\) denotes the acceleration due to gravity, \(L\) denotes the self-inductance of electromagnetic coil and \(F(\delta c_0, \delta x_0)\) denotes the electromagnetic force at the equilibrium point. The rest of the parameters are referred to Table 1.

The third equation in Eq.1 describes that the relationship among \(F(\delta c, \delta x)\) and \(\delta c, \delta x\) is nonlinear, \(F(\delta c, \delta x)\) is expanded at the equilibrium point \((\delta c_0, \delta x_0)\) for the Taylor series, i.e.

\[
F(\delta c, \delta x) = F(\delta c_0, \delta x_0) + F_1(\delta c_0, \delta x_0)(\delta c - \delta c_0) + F_2(\delta c_0, \delta x_0)(\delta x - \delta x_0) + F_3(\delta c, \delta x)
\]

(2)

where \(F_0 = \frac{\partial F}{\partial \delta c}|_{(\delta c_0, \delta x_0)} = K\frac{2\mu_0 N^2}{\delta x_0^2}\), \(F_1 = \frac{\partial F}{\partial \delta x}|_{(\delta c_0, \delta x_0)} = -2K\frac{\mu_0 N^2}{\delta x_0^3}\), \(F_2(\delta c, \delta x)\) is the high-order term of \(F(\delta c, \delta x)\). Then system (1) can be rewritten as

\[
mx = F_i(\delta c_0, \delta x_0)(\delta c - \delta c_0) + F_1(\delta c_0, \delta x_0)(\delta x - \delta x_0) + F_2(\delta c, \delta x) + F_3(\delta c, \delta x)
\]

(3)
Considering voltage disturbance as control input signal and bounded external disturbance signal \( d(t) \), we can obtain

\[
\dot{x} = g(i_c, x, d, t) + a_0x + b_0u
\]

where

\[
a_0 = \frac{2k_i c^2}{m_{m0}^2}, \quad b_0 = \frac{2k_i c}{m_{m0}^2} g(i_c, x, d, t) = -\frac{2k_i c}{m_{m0}^2} \dot{d} + \frac{1}{n} F_0 (i_c, x) + d(t). \]

Let \( x_1 = x, x_2 = x_1, y = x_1 + n \), so the state space equation of the system can be written as

\[
\begin{aligned}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= ax_1 + bu + f(i_c, x_1, u, d, t) \\
y &= x_1 + n
\end{aligned}
\]

where \( n \) is the measurement noise, \( y \) is the measurement output, \( f(i_c, x_1, u, d, t) = g(i_c, x_1, d, t) + (a_0 - a)x_1 + (b_0 - b)u \) is the lumped disturbance which composed of unknown internal dynamics and external disturbance, \( a, b \) are approximate values of \( a_0, b_0 \) and tunable.

Because the magnetic levitation ball system is easy to be affected by unknown disturbances and its parameters are time-varying, it is difficult to obtain accurate model of the system and achieve accurate control. In following sections, an IMDO based continuous non-singular terminal sliding mode controller has been proposed and the stability of closed-loop system has been confirmed.

### 3 Controller Design

In this section, a continuous non-singular terminal sliding mode control scheme is designed for the magnetic levitation system (5).

#### 3.1 Internal mode disturbance observer design for magnetic levitation system

Firstly, the following definitions and lemma for concision is presented.

Define

\[
A = \begin{bmatrix} 0_{(n-1) \times 1} & I_{(n-1) \times (n-1)} & -1_{1 \times 1} \\ \end{bmatrix} \in \mathbb{R}^{n \times n}
\]

where

\[
a = \begin{bmatrix} C_{(n-1)} & C_{(n-2)} & \ldots & C_{1} \\ \end{bmatrix} \in \mathbb{R}^{1 \times (n-1)}
\]

noting that \( A \) is Hurwitz matrix with -1 as its multiple eigenvalues, there exists a positive definite matrix

\[
P \in \mathbb{R}^{n \times n}
\]

such that

\[
A^T P + P^T A = -I
\]

Define \( \lambda_{\max}(P) \) and \( \lambda_{\min}(P) \) as the maximum and minimum real part of its eigenvalues, respectively. Define \( L \) as the Laplace transformation operator and \( L^{-1} \) as its inverse operator.

**Lemma 1** [34] For system

\[
Y(s) = U(s)/(s + \lambda)^n \quad (\lambda > \lambda_{\max}(P)), \quad n \in \mathbb{N}_+
\]

where \( Y(s) = L[y(t)] \) and \( U(s) = L[u(t)] \) If there exists \( \theta > 0 \) such that \( |u(t)| \leq \theta \), then

\[
\lim_{t \to \infty} |y^{(i)}(t)| \leq \frac{\lambda_{\max}(P)}{\sqrt{\lambda_{\min}(P)}} \frac{\lambda^{-n+1+i}}{\sqrt{\lambda - \lambda_{\max}(P)}} (i = 0, 1, \ldots, n-1).
\]

**Assumption 1** There exist positive constants \( \theta_i \) and \( N \in \mathbb{N} \), such that \( |x_p^{(i)}| \leq \theta_i \), \( \forall i \in \mathbb{N}, i \geq N \).

Secondly, extend the system state of (5) as Eq. (6) and construct GPIO as Eq. (7),

\[
\begin{aligned}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= ax_1 + bu + x_3 \\
\dot{x}_3 &= x_4 \\
\dot{x}_4 &= h(t)
\end{aligned}
\]

where \( x_3 = f(i_c, x_1, u, d, t) \) as total disturbance, \( h(t) \) is a function. From Assumption 1, \( x_1, x_2 \) are bounded. Considering the time-varying disturbances, the GPI observer was designed as follows

\[
\begin{aligned}
\dot{e}_1 &= z_1 - x_1 \\
\dot{z}_1 &= -\beta_1 e_1 + z_2 \\
\dot{z}_2 &= -\beta_2 e_1 + ax_1 + bu + z_3 \\
\dot{z}_3 &= -\beta_3 e_1 + z_4 \\
\dot{z}_4 &= -\beta_4 e_1
\end{aligned}
\]

where \( \beta_1, \beta_2, \beta_3, \beta_4 \) is the observer gain. \( z_1, z_2, z_3, z_4 \) are estimates for \( x_1, x_2, x_3, x_4 \) respectively.

Let the observer’s estimated error be \( e_2 = z_2 - x_2, e_3 = z_3 - x_3, e_4 = z_4 - x_4 \). The observer error system is as follows

\[
\begin{aligned}
\dot{e}_1 &= -\beta_1 e_1 + e_2 \\
\dot{e}_2 &= -\beta_2 e_1 + e_3 \\
\dot{e}_3 &= -\beta_3 e_1 + e_4 \\
\dot{e}_4 &= -\beta_4 e_1 - \bar{x}_3
\end{aligned}
\]

The above formula can be expressed as a state space model

\[
\dot{e} = Ee + \psi
\]

where

\[
e = [e_1, e_2, e_3, e_4]^T, \quad \psi = [0, 0, 0, -\bar{x}_3]^T,
\]

\[
E = \begin{bmatrix} -\beta_1 & 1 & 0 & 0 \\ -\beta_2 & 0 & 1 & 0 \\ -\beta_3 & 0 & 0 & 1 \\ -\beta_4 & 0 & 0 & 0 \end{bmatrix}
\]

The characteristic polynomial of the observer error system is det(\( \lambda I - E \)) = \( \lambda^4 + \beta_1 \lambda^3 + \beta_2 \lambda^2 + \beta_3 \lambda + \beta_4 \). According
Lemma 2, chose suitable $\beta_i, i = 1, 2, 3, 4$, then the observer error system is local ISS. Because $\dot{x}_3$ is bounded from Assumption 1. Therefore, according to Routh Criterion the designed GPI observer is asymptotically stable. The observer error will converge to zero only if $\lim_{t \to \infty} \dot{x}_3(t) = 0$, such that when $t \to \infty, e_1, e_2, e_3, e_4 \to 0$.

Thirdly, for practical system, there always coexist different kinds of disturbance which may include the forms of sine, cosine, and higher-order perturbations. Considering the multiple disturbance model, define $\dot{x}_3 = f(i, x_1, u, d, t)$, where $x_3 = \text{Asin}(\omega t + \phi), x_5 = jNt + j2N^{-1} + \ldots + jnt + jN+1$, where $\omega, \phi$ are constants, and $p = 1, 2, \ldots, N+1$, then the extended system can be expressed as follows:

$$
\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= ax_1 + bu + x_2 + x_5, \\
\dot{x}_3 &= x_4 + x_4 = -\omega^2 x_3, \\
\dot{x}_5 &= x_6, \ldots, \dot{x}_{N+4} = x_5^{(i)}.
\end{align*}
$$

Then, the IMDO is designed as (9)

$$
\begin{align*}
\dot{z}_1 &= -\beta_1(z_1 - x_1) + z_2, \\
\dot{z}_2 &= -\beta_2(z_1 - x_1) + x_1 + bu + x_3 + x_5, \\
\dot{z}_3 &= -\beta_3(z_1 - x_1) + z_4, \\
\dot{z}_4 &= -\beta_4(z_1 - x_1) - \omega^2 z_5, \\
\dot{z}_5 &= -\beta_5(z_1 - x_1) + z_6, \\
&\quad \vdots \\
\dot{z}_{N+4} &= -\beta_{N+4}(z_1 - x_1).
\end{align*}
$$

Let $e_i = z_i - x_i$, where $i = 1, 2, \ldots, N$, obtain the observer estimate system as follows

$$
\dot{e} = \phi e + \xi d + \xi d
$$

i.e.

$$
\begin{bmatrix}
-\beta_1 & 1 & 0 & 0 & 0 & 0 & \ldots & 0 \\
-\beta_2 & 0 & 1 & 0 & 1 & 0 & \ldots & 0 \\
-\beta_3 & 0 & 0 & 1 & 0 & 0 & \ldots & 0 \\
-\beta_4 & 0 & -\omega^2 & 0 & 0 & 0 & \ldots & 0 \\
-\beta_5 & 0 & 0 & 0 & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
-\beta_{N+4} & 0 & 0 & 0 & 0 & 0 & \ldots & 1
\end{bmatrix}
\begin{bmatrix}
e_1 \\
e_2 \\
e_3 \\
e_4 \\
e_5 \\
\vdots \\
e_N \\
e_{N+4}
\end{bmatrix} = \xi d
$$

where $e = [e_1, e_2, \ldots, e_{N+4}]^T, \xi = [0_{1 \times (N+3)} 1_{1 \times 1}], d = -x_3^{(N)}$.

Lemma 2 [30] Consider the system $\dot{x} = F(x, w) = f(x) + p(x) w$ where $F : D \times D_w \to R^p$ is locally Lipschitz in $x, D \subset R^p$ is a domain that contains $x = 0$, and $D_w \subset R^{p_w}$ is a domain that contains $w = 0$. If $p(x)$ is continuously differentiable and the origin of system $\dot{x} = f(x)$ is asymptotically stable, then $\dot{x} = F(x, w)$ is locally ISS.

By adjusting $\beta$, the eigenvalue of $\phi$ can be adjusted to the left complex half-plane. When $d(t) \equiv 0$, the observer error system (10) is exponentially stable. Therefore, the system (10) is ISS with regard to $d(t)$ [35], so every state $e_i$ is bounded. Let $|x_4 + x_5| \leq L_4, L_5 \geq |-(\beta_1 + \beta_2)e_1 + e_4 + e_6| = |\varepsilon_3 + \varepsilon_5|$ where $L_4, L_5$ are positive constants.

According to Assumption 1, there exists a constant $\theta \geq 0$ such that $|x_3^{(i)}| \leq \theta (i = 0, 1, \ldots, N + 4)$. Define $G_{de_1}(s) \triangleq E_1((s) / D(s))$ where $E_1(s) = L[e_1(t)]$ and $D(s) = L[d(t)]$. It is obvious that $G_{de_1}(s) = \tau M^{-1} \Psi$ where $\tau \triangleq [1_{1 \times 1} 0_{1 \times (N+3)}]$ and $M \triangleq I_s - \phi = (m_{ij})$. Since $\det(M) = \Sigma_{i=1}^{N+4} \prod_{j=1}^{N+4} m_{ij}$ is the algebraic cofactor of $m_{ij}$.

Define the eigenvalues of $\phi$ are chosen as $-\lambda$. Noting that $M^{-1} = M^*/\det(M)$ where $M^*$ is the adjoint matrix of $M$ and $M^* = (h_{ij}), m_{ij} = M_{ji}$, we have $G_{de_1}(s) = m_{11}^{(N+4)}/(s + \lambda)^{N+4}$.

Since $M_{ij)}^{(N+4)}$ is independent of $\beta(i = 2, 3, \ldots, N + 4)$ and $L^{-1}[M_{ij}^{(N+4)}]D(s)$ is also bounded from Assumption 1, then according to Lemma 1, $\lim_{t \to \infty} |e_1(t)| \leq 0 \theta^{\frac{4}{N-3}}(\lambda^{|M|})$, where $\lambda^{|M|}$ is an independent positive constant. Define $e_1(t) \triangleq e_3(t) + e_3(t)$.

Noting that $e_2(t) = -\beta_1 e_1(t) + e_3(t) = -\beta_1 e_1(t) - \beta_2 e_1(t) + e_d, t$, then $\lim_{t \to \infty} |e_2| \leq \lim_{t \to \infty} |e_2(t)| + |\beta_1| e_1(t) + |\beta_2| e_1(t) = \tilde{k}\theta^{\frac{4}{N-3}}(\lambda^{|M|})$, where $\bar{k}$ is also an independent positive constant. Therefore, the ultimate bound for $e_1$ and $e_d$ can be made arbitrarily small by magnifying $\lambda$.

Remark 1 From the above theory analysis, generalized proportional integral observer (GPIO) could estimate the time varying disturbance which implies the limit $\lim_{t \to \infty} \dot{x}_3(t) = 0$, the extended state observer (ESO) and disturbance observer (DOB) could deal with the constant or slow varying disturbance with limit $\lim_{t \to \infty} \dot{x}_3(t) = 0$. For both the ESO and GPIO, the relevant disturbance model are included in the observer design and analysis. It means that in order to estimate the different kinds of disturbance accurately, the relevant disturbance model information should be built. Considering more generalized form with multiple disturbances issue in this work, an internal mode disturbance observer (IMDO) is proposed, more disturbance modeling are considered in the observer design, this is the motivation for the proposed observer design.

3.2 IMDO based continuous non-singular terminal sliding mode controller design

Lemma 3 [36] Consider the following sliding surface for system (14)

$$
\dot{s} = x_1^{(n)} + c_n |x_n|^{\alpha_n} \text{sgn}(x_n) + \ldots + c_1 |x_1|^{\alpha_1} \text{sgn}(x_1)
$$

$$
= x_n + c_n |x_n|^{\alpha_n} \text{sgn}(x_n) + \ldots + c_1 |x_1|^{\alpha_1} \text{sgn}(x_1)
$$

(11)
where \( \alpha_t \) and \( c_t \) are some constants that are chosen so that the polynomial \( p^n + c_0 p^{n-1} + \ldots + c_2 p + c_1 \) is Hurwitz, i.e., all of the root are in the left-half plane. Also \( \alpha_t \) are determined by following equations

\[
\alpha_t = \alpha_{t-1} = \frac{\alpha_t s + 1}{2\alpha_t - 1}, \quad i = 2, \ldots, n \quad \forall n \geq 2
\]  

(12)

where \( \alpha_{n+1} = 1, \alpha_0 = \alpha, \alpha \in (1 - \epsilon, 1), \epsilon \in (0, 1). \) If \( u \) is determined in such a way that the system (14) reaches the sliding surface, i.e., \( s = 0 \), then the dynamic of the system (14) becomes

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= x_3 \\
&\vdots \\
\dot{x}_n &= x_0 \\
\dot{x}_n &= c_n x_n |\alpha_n sgn(x_n) + \ldots + c_1 |\alpha_1 sgn(x_1) |
\end{align*}
\]  

(13)

and the state of the system (15) converge to the zero equilibrium point \( x = 0 \) from any arbitrary initial point \( x(0) \neq 0 \) in finite time.

Let \( \delta_1 = x_r - x_1, \delta_2 = x_r - x_2, x_r \) is the desired output. Where \( \delta_1 \) represents the tracking error of the ball position, construct the following error system according to the system (5)

\[
\begin{align*}
\dot{\delta}_1 &= \delta_2 - x_1 \\
\dot{\delta}_2 &= \delta_2 - x_2 - ax_1 - bu - (x_3 + x_5)
\end{align*}
\]  

(14)

The sliding mode function can be designed as

\[
s = c_1 |\delta_1|^{\alpha_1} sgn(\delta_1) + c_2 |\delta_2|^{\alpha_2} sgn(\delta_2) + \delta_2
\]  

(15)

**Theorem 1** Consider system (5) and the sliding surface in Eq. (15). The states of error system (14) will converge to the origin in finite time if the CNTSMC control law is designed as

\[
u = -b^{-1}(\dot{u}_{eq} + u_n)
\]  

(16)

Assume system (5) satisfies Assumption 1. Under the control law (16), the position tracking error of the system will converge to zero in finite time if the gain satisfies \( k > L_e \), where

\[
u_{eq} = ax_1 - \dot{x}_r - c_1 |\delta_1|^{\alpha_1} sgn(\delta_1) - c_2 |\delta_2|^{\alpha_2} sgn(\delta_2)
\]  

(17)

and \( u_n + Tu_n = - (k + T |u_n|) sgn(s), u_n(0) = 0 \), where \( k, T \) are positive constants.

**Proof** Substituting the CNTSMC controller, the sliding mode surface could be obtained as

\[
s = u_n + x_3 + x_5
\]

Taking the derivative of \( s \), it yields

\[
\dot{s} = u_n + x_3 + x_5 = -Tu_n - (k + T |u_n|) sgn(s) + \dot{x}_3 + \dot{x}_5
\]

Taking the derivative of Lyapunov function \( V = \frac{1}{2} s^2 \), it yields

\[
\dot{V} = s \dot{s} = -Tu_n s - (k + T |u_n|) sgn(s) \dot{x}_3 + \dot{x}_5
\]

\[
\leq |Tu_n| s - k |s| + (x_4 + x_6) \dot{s}
\]

\[
\leq -k |s| + |x_4 + x_6| \dot{s}
\]

\[
\leq -k |s| + L_e |s|
\]

\[
\leq -(k - L_e) |s|
\]

where \( L_e \geq |x_4 + x_6| \). Thus, the system states could converge to origin in finite time along the sliding mode surface.

**Theorem 2** Consider system (5) and the sliding surface in Eq. (15). The states of error system (14) will converge to the origin in finite time if the proposed CNTSMC + IMDO control law is designed as

\[
u = -b^{-1}(\dot{u}_{eq} + u_n)
\]  

(18)

Assume system (5) satisfies Assumption 1. Under the control law (16), the position tracking error of the system will converge to zero in finite time if the gain satisfies \( k > L_e \), where

\[
u_{eq} = ax_1 - \dot{x}_r - c_1 |\delta_1|^{\alpha_1} sgn(\delta_1) \\
- c_2 |\delta_2|^{\alpha_2} sgn(\delta_2) + 3z + 5z
\]  

(19)

and \( u_n + Tu_n = - (k + T |u_n|) sgn(s), u_n(0) = 0 \), where \( k, T \) are positive constants.

The continuous non-singular sliding mode control structure based on IMDO (CNTSMC + IMDO) is shown as Fig. 2.

**Proof** Substituting Eqs. (16), (17) into (15), the sliding surface can be written as

\[
s = u_n + e_3 + e_5
\]  

(20)

where \( e_3 \) and \( e_5 \) is estimated by Eq. (10). The first derivative of sliding surface is

\[
\dot{s} = \dot{u}_n + \dot{e}_3 + \dot{e}_5
\]

\[
= -Tu_n - (k + T |u_n|) sgn(s) + \dot{e}_3 + \dot{e}_5
\]  

(21)
Choosing Lyapunov function as $V = \frac{1}{2}s^2$, the first derivative of V is

$$
\dot{V} = ss' = s[-T u_n - (k + T |u_n|)\text{sgn}(s) + \dot{e}_3 + \dot{\bar{e}}] \\
= -T u_n s - T |u_n| s - k s + (\dot{e}_3 + \bar{e}_3)s \\
\leq [T u_n s - T |u_n| s - k |s| + (\dot{e}_3 + \bar{e}_3)s \\
\leq -k s + (\dot{e}_3 + \bar{e}_3)s \\
\leq -k s + |\dot{L}_e|s \\
\leq -(k - \bar{L}_e)|s|
$$

(22)

Because $\bar{L}_e$ is a positive constant, so choose $k > \bar{L}_e$, then $s$ will converge to zero in finite time. Before $s$ converge to zero, it is necessary to remain system states bounded.

First, for the case $u_n > |e_3 + e_5|$, Eq. (18) yields: $s = u_n + e_3 + e_5 > 0$, $u_n = -T u_n - (k + T |u_n|) \leq -k < 0$, $u_n u_n < 0$, $u_n$ will become smaller. Second, for the case $u_n < -|e_3 + e_5|$, $s = u_n + e_3 + e_5 < 0$, $u_n = -T u_n + (k + T |u_n|) \geq k > 0$, $u_n u_n < 0$ is also established, so $|u_n| \leq |e_3 + e_5|$ for all time, i.e. $u_n$ is bounded.

Substituting Eqs. (16), (17) into (14), the error system can be written as

$$
\begin{align*}
\delta_1 &= x_2 - x_1 \\
\delta_2 &= \delta_1 + \delta_3 - x_2 \\
\dot{\delta}_2 &= -c_1 |\delta_1|^{\alpha_1} \text{sgn}(\delta_1) - c_2 |\delta_2|^{\alpha_2} \text{sgn}(\delta_2) + (u_n + e_3 + e_5)
\end{align*}
$$

(23)

the error system (21) can be written as state space model

$$
\delta = A_\delta + \Phi \ddot{u}
$$

(24)

where $\ddot{u} = u_n + e_3 + e_5$, $\Phi = [0, 1]^T$

$$
A_\delta = \begin{bmatrix}
\delta_2 \\
-c_1 |\delta_1|^{\alpha_1} \text{sgn}(\delta_1) - c_2 |\delta_2|^{\alpha_2} \text{sgn}(\delta_2)
\end{bmatrix}
$$

Based on Lemma 3, the system $\delta = A_\delta$ is finite-time stable so that it is asymptotically stable. Furthermore $|s| \leq |u_n| + |e_3 + e_5| \leq 2 |e_3 + e_5| \leq 2L_e$, i.e. $s$ is bounded, the error system (16) could satisfies the conditions of Lemma 2, thus it is locally ISS. This ensures the state $\delta$ is bounded.

After $s$ converge to zero, i.e. $u_n + e_3 + e_5 = 0$, the error system (14) could satisfy the conditions of Lemma 3, the state $\delta$ will converge to zero in finite time.

4 Numerical simulation

In this section, numerical simulations have been performed. The hardware system parameters are referred as Table I. From Table I, we calculated $a_0 = 61$, $b_0 = -0.3$. The position control system under the control schemes (16), (17) is simulated by Matlab R2018b. Then, for comparing the tracking performance more reasonably, the convergence time $t_c$, maximum position tracking error $e_{max}$, the integral of time-multiplied absolute-value of error (ITAE) [37] and the root mean square error (RMSE) [38] are used.

$$
\text{ITAE} = \int_0^t |x_2 - x_1|d\tau \\
\text{RMSE} = \sqrt{\int_0^t (x_2 - x_1)^2d\tau}
$$

(25)

where $x_1$ is the set position. The calculation formula for the control performance improvement percentage as follows

$$
\text{Improvement} = \frac{P_{\text{CNTSMC+GPIO}} - P_{\text{CNTSMC+IMDO}}}{P_{\text{CNTSMC+GPIO}}} \times 100\%
$$

where $P_{\text{CNTSMC+GPIO}}$ and $P_{\text{CNTSMC+IMDO}}$ represents the performance index values of methods CNTSMC+GPIO and CNTSMC+IMDO respectively.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Magnetic levitation system physical specifications table</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description</td>
<td>Parameters</td>
</tr>
<tr>
<td>Ball mass</td>
<td>$m[kg]$</td>
</tr>
<tr>
<td>Ball diameter</td>
<td>$d[m]$</td>
</tr>
<tr>
<td>Coil Resistance</td>
<td>$R[\Omega]$</td>
</tr>
<tr>
<td>Vacuum permeability</td>
<td>$\mu_0[H/m]$</td>
</tr>
<tr>
<td>Magnetic permeability area</td>
<td>$A[m^2]$</td>
</tr>
<tr>
<td>Coil turn</td>
<td>$NTurns$</td>
</tr>
<tr>
<td>Static inductance</td>
<td>$L[mH]$</td>
</tr>
<tr>
<td>Equilibrium Point</td>
<td>$x_0[m]$</td>
</tr>
<tr>
<td>Equilibrium Point Current</td>
<td>$i_0[A]$</td>
</tr>
</tbody>
</table>

Remark 2 In order to highlight the advantages of proposed method, the suitable parameters selection with many trials has been done for every controllers. There has a tradeoff for observer parameter values, large value could cause fast convergence rate, but it may lead in noise with overlarge value. Let $N = 2$, such that the order of IMDO is the same as that of GPIO. Where $a_0$ is the observer bandwidth of GPIO and IMDO. $\beta_1 = 3\alpha_0$, $\beta_2 = 3\alpha_0^2$, $\beta_3 = 3\alpha_0^3$, $\beta_4 = 100000$, $\beta_5 = 100$, $\beta_0 = 1000$. In addition, the three types of tests are denoted A, B, and C, respectively in Table III and V. $A$ denotes the sine wave tracking performance, $B$ denotes the sine disturbance performance, $C$ denotes the performance under multi-disturbance.

4.1 Tracking performance with uncertainties

In order to verify the effectiveness of CNTSMC+IMDO with parameter uncertainties, change $a = 55$, $b = -0.25$ to simulate the parameters uncertainty of the system. For a fair comparison, the CNTSMC parameters of the three methods have the same value. The parameters of three methods are shown in Table II.

Fig. 3 shows the effects of sine wave position signal tracking. As shown in Fig. 3, under the CNTSMC method,
there is a tracking error between the system position state and the set position in the initial stage, and the control effects of the other two methods are similar. Therefore, under the influence of parameter uncertainties with different initial values, the effects of the two types of observers, GPIO and IMDO, are not much different, and both have good internal disturbances estimation performance.

4.2 Disturbance suppression performance

In order to reflect the advantages of the method proposed in this paper, a disturbances consisting of sawtooth waves and trigonometric functions is applied at the system control input. From the response of system position states in Fig. 4-5, the proposed controller inherits the strong robustness of the sliding mode controller and improves the dynamic performance and anti-interference performance of the system, especially the control performance of the system under the influence of various types of disturbances. In addition, for testing the robustness, the different parameter values of a and b are set at the initial time, the same conclusion could be obtained.

<table>
<thead>
<tr>
<th>Groups</th>
<th>Controller</th>
<th>Performance</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>CNTSMC</td>
<td>3.1367</td>
<td>1.1999</td>
</tr>
<tr>
<td>(Fig.3)</td>
<td>CNTSMC+GPIO</td>
<td>1.7360</td>
<td>5.324</td>
</tr>
<tr>
<td></td>
<td>CNTSMC+IMDO</td>
<td>1.7169</td>
<td>5.4518</td>
</tr>
<tr>
<td></td>
<td>Improvement</td>
<td>1.22%</td>
<td>1.48%</td>
</tr>
<tr>
<td>B</td>
<td>CNTSMC</td>
<td>86.4142</td>
<td>296.0604</td>
</tr>
<tr>
<td>(Fig.4)</td>
<td>CNTSMC+GPIO</td>
<td>0.1225</td>
<td>0.4189</td>
</tr>
<tr>
<td></td>
<td>CNTSMC+IMDO</td>
<td>0.0608</td>
<td>0.2141</td>
</tr>
<tr>
<td></td>
<td>Improvement</td>
<td>50.37%</td>
<td>48.89%</td>
</tr>
<tr>
<td>C</td>
<td>CNTSMC</td>
<td>152.6774</td>
<td>600.6235</td>
</tr>
<tr>
<td>(Fig.5)</td>
<td>CNTSMC+GPIO</td>
<td>0.3772</td>
<td>6.2863</td>
</tr>
<tr>
<td></td>
<td>CNTSMC+IMDO</td>
<td>0.1719</td>
<td>3.1697</td>
</tr>
<tr>
<td></td>
<td>Improvement</td>
<td>54.43%</td>
<td>49.58%</td>
</tr>
</tbody>
</table>

In order to highlight the advantages of this method more intuitively, the quantitative comparison as shown in Table III, the statistical bar graph is made as shown in Fig. 6-7, where A, B, and C represent three sets of simulation results respectively. From those figures, it is easy to find that the tracking accuracy and convergence rate of the system state are improved in presence of disturbances.
5 Experimental results

The test bench is shown in Fig. 8. The system hardware structure is described as Fig. 9. The uncertainties are performed by regulating the relevant parameter values which used in the controller, the disturbance is given in the control input channel. It is easy to load different disturbance such as sinusoidal wave, sawtooth wave and so on.

### Table 4 Parameters of CNTSMC, CNTSMC+GPIO and CNTSMC+IMDO in experiments

<table>
<thead>
<tr>
<th>Controller</th>
<th>CNTSMC parameters</th>
<th>Observer parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$c_1$ $c_2$ $k$ $T$ $\alpha_1$ $\alpha_2$</td>
<td>$a$ $b$ $\omega_0$ $\omega$</td>
</tr>
<tr>
<td>CNTSMC</td>
<td>160 25 1.2 0.1 0.6 0.75</td>
<td>- - - -</td>
</tr>
<tr>
<td>CNTSMC+GPIO</td>
<td>450 30 0.5 0.1 0.6 0.75</td>
<td>58 -0.25 320 -</td>
</tr>
<tr>
<td>CNTSMC+IMDO</td>
<td>475 30 0.5 0.1 0.6 0.75</td>
<td>58 -0.25 330 0.25$\pi$</td>
</tr>
</tbody>
</table>

5.1 Tracking performance with uncertainties

The controller parameter values are shown as Table IV. Fig. 10 shows the sine wave position tracking results, it shows that all methods can track the set position, because the fluctuation amplitude of CNTSMC curve is bigger than other two schemes. In summary, it could be concluded that CNTSMC+IMDO and CNTSMC+GPIO improve the tracking performance of the system compared to CNTSMC.
5.2 Disturbance suppression performance

Figs. 11-12 shows the system response curves with sine disturbance and multiple disturbances (sine and sawtooth wave disturbances). From Fig. 11, there exists position tracking error under CNTSMC, but other two methods have better tracking performance. In addition, from the magnified figure, the convergence rate of CNTSMC+IMDO is more quickly. Fig. 12 shows the position curves under multiple disturbances, not only the convergence accuracy has been improved from Table V, the maximum tracking error $e_{\text{max}}$ of the proposed method is smallest (0.4mm), and that of CNTSMC+GPIO and CNTSMC are 0.6mm and 3.6mm, so the proposed method obtains better disturbance reject ability.

From above experimental results as shown in Table V, we can get the conclusion that the CNTSMC+IMDO controller has better tracking performance and obtains better anti-interference ability for the closed-loop system. From Fig. 12, notice that the multiple disturbance rejection is compared based on ESO based ADRC method, CNTSMC+GPIO, and CNTSMC+IMDO, the superiority of proposed IMDO observer is verified. Fig. 13 shows the improvement of multiple disturbances reject performances using statistical bar graph. Due to the high frequency noise, although the experimental performance is not so good, but similar conclusions can be drawn with the comparison. Compared with CNTSMC+GPIO and CNTSMC methods, the proposed method has better tracking accuracy and convergence rate in the presence of multiple disturbances.

![Fig. 11 Curve under sin disturbances (Experiments).](image1)

![Fig. 12 Curve under multiple disturbances (Experiments).](image2)

![Fig. 13 Improvements of Performance in Experiments.](image3)

**Table 5** Performance of CNTSMC, CNTSMC+GPIO and CNTSMC+IMDO in experiments

<table>
<thead>
<tr>
<th>Groups</th>
<th>Controller</th>
<th>Performance</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td></td>
<td>ITAE</td>
<td>RMSE</td>
</tr>
<tr>
<td></td>
<td>CNTSMC</td>
<td>93.5413</td>
<td>0.2891</td>
</tr>
<tr>
<td></td>
<td>CNTSMC+GPIO</td>
<td>24.3402</td>
<td>0.0695</td>
</tr>
<tr>
<td></td>
<td>CNTSMC+IMDO</td>
<td>22.3183</td>
<td>0.0654</td>
</tr>
<tr>
<td></td>
<td>Improvement</td>
<td>8.31%</td>
<td>5.87%</td>
</tr>
<tr>
<td>B</td>
<td></td>
<td>ITAE</td>
<td>RMSE</td>
</tr>
<tr>
<td></td>
<td>CNTSMC</td>
<td>639.5383</td>
<td>1.8666</td>
</tr>
<tr>
<td></td>
<td>CNTSMC+GPIO</td>
<td>125.2469</td>
<td>0.3424</td>
</tr>
<tr>
<td></td>
<td>CNTSMC+IMDO</td>
<td>87.0026</td>
<td>0.2475</td>
</tr>
<tr>
<td></td>
<td>Improvement</td>
<td>29.41%</td>
<td>27.72%</td>
</tr>
</tbody>
</table>

6 Conclusion

The position tracking problems for magnetic levitation system with uncertainties and multiple disturbances has been focused in this paper. For implementing closed-loop control of the system, the nonlinear system mathematical model was built and the uncertainties and external disturbances was analyzed. A novel internal model disturbance observer was applied to estimate the external high-order disturbances, trigonometric function type of disturbances and parameters uncertainties. Then a composite controller has been designed by combining CNTSMC with IMDO. Compared with CNTSMC and CNTSMC+GPIO, the proposed methods has improved the steady state performance and multiple
disturbances rejection. Some control performance indexes with quantitative comparison also supports these results.
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