Appendix 1 Weighting

Sample surveys are a commonly used method for drawing inferences about a population based on responses from just a subset of it. To be able to draw such inferences, a probability sample is required – one in which each element of the population has a known, non-zero chance of selection. Since some units in the population may not have a chance of selection (for instance, persons without a telephone have no chance of selection for a telephone survey) and there may be different rates of response across unit characteristics, many sample surveys yield subsets that imperfectly cover their target populations despite the best possible sample design and data collection practices (Valliant *et al.,* 2013). In such situations, weighting can reduce the extent of any biases introduced through non-coverage.

For Life in Australia™, the approach for deriving weights generally consists of the following steps:

1. Compute a base weight for each respondent as the product of two weights:
	1. Their enrolment weight, accounting for the initial chances of selection and subsequent post-stratification to key demographic benchmarks
	2. Their response propensity weight, estimated from enrolment information available for both respondents and non-respondents to the present wave.
2. Calibrate the base weights so that they satisfy the latest population benchmarks for several demographic characteristics.

The first step is essential in providing the statistical framework necessary for making population inferences from a sample survey. The second step accounts for non-response bias and ensures that survey estimates are consistent with other sources. Each step will now be covered in turn.

#### Enrolment weights

At the time that Life in Australia™ was established, design weights for all panel members were calculated as the inverse of their probability of selection. This was derived using a single-frame approach (Best, 2010), where the probability of selection ($p$) was calculated as:

$$p=\frac{S\_{LL}×LL}{U\_{LL}×AD\_{LL}}+\frac{S\_{MP}×MP}{U\_{MP}}$$

where

* $S\_{LL}$ is the number of survey respondents contacted by landline
* $U\_{LL}$is the population of the universe of landline numbers (based on the number of households and the estimated proportion of households with a landline)
* $LL$ indicates the presence of a landline in the respondent’s household (0 = no landline, 1 = landline present)
* $AD\_{LL}$ is the number of in-scope adults in the respondent’s household
* $S\_{MP}$is the number of survey respondents contacted by mobile
* $U\_{MP}$is the population of the universe of mobile numbers (based on the number of adults and the average number of mobiles owned by each person)
* $MP$ is an indicator that the respondent has a mobile phone (0 = no mobile phone, 1 = mobile phone).

#### Adjustment for sample attrition

As is typical for a panel survey, not all members respond to all waves, some are retired from the panel and new members are recruited. To limit the impact of such events on the representativeness of estimates made from respondents, enrolment weights are adjusted through the use of propensity scores (Rosenbaum and Rubin, 1983). These were calculated through a logistic regression model predicting the likelihood of a panel member participating in the current wave, conditional on characteristics available for both respondents and non-respondents.

The model incorporated characteristics such as location (state / part of state), socio-economic indexes for areas, remoteness, age group, gender, citizenship status, speaking a language other than English, Aboriginal or Torres Strait Islander status, number of adults in the household, number of children in the household, household type, whether the respondent had worked in the last week, employment status, education, television viewing, digital affinity, caregiving, disability, volunteer status, phone status and sampling frame (landline or mobile).

To reduce the impact of very low or very high values, the predicted probabilities were collapsed into five classes (Cochran, 1968), with propensity scores assigned as the mean probability within each class. Base weights were then assigned as the product of the enrolment weight and the inverse of the propensity class score.

#### Calibrated weights

To ensure that estimates made from the dataset are representative of Australians aged 18 years to 45 years, the base weights were calibrated so that their distribution matched external benchmarks for the demographic parameters shown in the able below. The calibration method applied was generalised regression (GREG) weighting which uses non-linear optimisation to minimise the distance between the design and calibrated weights, subject to the weights meeting the benchmarks (Deville and Särndal, 1992).[[1]](#footnote-1)

Large differences in weights may lead to large variances in survey estimates, and so limiting these variations can improve the precision of estimates. The use of weighting constraints aims to reduce the variance at the same time as limiting increases in the bias. The method applied is incorporated directly in the calibration process. The impact of setting bounds on the weights is assessed by comparing the weighting efficiency (Kish, 1992) of calibrated weights for different constraints. Bounded weights are generally preferred when their efficiency is close to that of the unbounded weights.

Variables used for calibration, with population distributions and source

|  |  |  |  |
| --- | --- | --- | --- |
| Characteristic | Category | Population (%) | Source |
| **Age group / Highest level of education** | 18-24 Bachelor and above | 3.4 | ABS Table Builder Census 2016 and ABS Australian Demographic Statistics Dec 2017 |
| 18-24 Below Bachelor | 21.8 |
| 25-34 Bachelor and above | 15.3 |
| 25-34 Below Bachelor | 24.4 |
| 35-45 Bachelor and above | 12.7 |
| 35-45 Below Bachelor | 22.5 |
| **Location** | Greater Sydney | 22.5 | ABS Table Builder Census 2016 and ABS Australian Demographic Statistics Dec 2017 |
| Rest of NSW | 9.4 |
| Greater Melbourne | 21.7 |
| Rest of VIC | 5.2 |
| Greater Brisbane | 10.3 |
| Rest of QLD | 9.3 |
| Greater Perth | 8.5 |
| Rest of WA | 2.0 |
| Greater Adelaide | 5.2 |
| Rest of SA | 1.2 |
| ACT | 1.9 |
| Greater Hobart | 0.9 |
| Rest of TAS | 0.9 |
| NT | 1.2 |
| **Sex** | Female | 49.8 | ABS Table Builder Census 2016 and ABS Australian Demographic Statistics Dec 2017 |
| Male | 50.2 |
| **Telephone status** | Landline only / Dual user | 64.0 | ACMA Communications Report Dec 2016 |
| Mobile only | 36.0 |
| **Volunteer status** | Not volunteered | 80.5 | ABS Table Builder Census 2016 and ABS Australian Demographic Statistics Dec 2017 |
| Volunteered in last 12 months | 19.5 |
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